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This study aimed to develop and compare statistical models using the techniques of artificial neural 
networks (ANNs) and support vector machines (SVMs) to investigate which one offers the best results 
in evaluating insolvency of mutual credit unions. The information required to build the models were 
obtained with a sample of 62 credit unions (31 solvent and 31 insolvent) to which financial indicators of 
the PEARLS (Protection, Effective financial structure, Asset quality, Rates of return and cost, Liquidity 
and Signs of growth) system were calculated. The RBF network, multilayer perceptron, multilayer 
perceptronCS and LibSVM algorithms were used to obtain the ANNs and SVMs; for each algorithm, the 
ANNs were built with three groups of indicators (27, 11 and 10 indicators). This is the first study done 
with ANNs in Brazilian credit unions. When analyzing the results of ANNs and SVMs, the superiority of 
the SVMs as binary classifier for evaluating insolvency was evidenced, since its LibSVM algorithm 
showed the best results in all assessments of performance proposed in this study. The only LibSVM 
indicator with performance inferior to ANNs was the error rate of the negative class which indicates 
those negative class data that were classified incorrectly. 
 
Key words: Insolvency, credit unions, artificial neural networks, support vector machines. 

 

INTRODUCTION 
 
Cooperatives are currently an alternative means to make 
credit  accessible  and  include  people  who  are   at   the  
 

boundaries of the National Financial System in the 
financial market; especially to benefit  those  small  urban  
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and rural entrepreneurs by raising funds at lower interest 
rates than the average rates charged on the market. 

According to Bressan et al. (2011), one of the biggest 
challenges of the credit union is to build management 
models adjusted to the particularities of the business 
segment meeting all requirements and doctrinal 
principles of the regulatory agency, in this case of Central 
Bank of Brazil (BACEN). 

Studies making use of well-designed statistics to 
predict insolvency in cooperatives have been performed 
long ago. Initially, univariate techniques were applied in 
this type of study, and then, multivariate analyzes 
appeared bringing more suitable solutions. Currently, 
techniques that make use of artificial intelligence and 
need a great capacity for computational processing have 
been largely adopted (Azmathullah et al., 2005; 2006; 
2008; Hsiao and Whang, 2009; Jardin, 2010; 
Azmathullah and Wu, 2011; Karra and Krichene, 2012). 

By observing this progress, we see continuous 
improvements in the results achieved on this theme. 
Today, it is possible to affirm that the financial statements 
of the cooperatives when properly analyzed are sources 
of information for predicting insolvency more accurately 
(Hsiao and Whang, 2009). 

Quantitative models for insolvency prediction may be 
built from financial indicators obtained from the financial 
statements of a sample of solvent or insolvent 
cooperatives. Statistical models work to distinguish the 
characteristics of solvent and insolvent cooperatives. The 
final result of this processing is a mathematical formula 
that predicts the future situation of a cooperative within a 
certain margin of error.  

This study aimed to evaluate the state of insolvency of 
the mutual credit unions in the Paraná State (Brazil) by 
the methods of artificial neural networks (ANNs) and 
support vector machines (SVMs). This is the first study 
done with ANNs in Brazilian credit unions. 
 
 
Theoretical backgrounds 
 
Bressan et al. (2004a) consider that any method to 
evaluate the risks of bankruptcy or insolvency of a 
company should meet the following stages: i) obtaining a 
sample containing solvent and insolvent companies; ii) 
choosing variables from financial statements to indicate 
company insolvency which will be called predictor 
variables; iii) choosing a mathematical or statistical model 
to fit the variables obtained from financial statements; 
and iv) validating the model in order to check the model 
ability to discriminate categorical variables.  

In Brazil, most studies on models for insolvency 
prediction have proposed to analyze the model variables. 
Normally, it is done based on a statistical technique 
where the researchers aim to find a set of appropriate 
financial indicators to predict accurately the company's 
financial health in a given period in the  future  (Wu  et al.,  

 
 
 
 
2007; Fernandez et al., 2013). The statistical modeling 
commonly used with this purpose is the discriminant 
analysis. On the same line, the insolvency models have 
showed increasingly relevance in financial analysis 
mainly by taking into account the credit and life insures 
risks (Wu et al., 2007; Hsiao and Whang, 2009; Jardin, 
2010; Ribeiro et al., 2012). 

With respect to credit unions, Table 1 shows logistic 
regression analysis performed in four works, the Cox 
proportional-hazard regressions applied in three works, 
and discrimant analysis in one work (Araújo, 2011). Note 
that no study with ANNs was found within the analyzed 
period for Brazilian credit unions.  

With respect to studies on insolvency of credit unions, 
three studies are worth mentioning. The first by Bressan 
et al. (2004a) describes an economic-financial evaluation 
of rural credit cooperatives in the Minas Gerais State 
(Brazil) made by logistic regression on a 1998 to 2001 
sample of  the rural credit cooperatives of Minas Gerais. 
The second, also by Bressan et al. (2004b), evaluates 
the insolvency of rural credit cooperatives of the 
Crediminas system by using the Cox proportional-hazard 
model. The third work, developed by Bressan (2009; 
2011), uses PEARLS (Protection; Effective Financial 
Structure; Assets Quality; Rates of Return and Costs; 
Liquidity; and Signs of Growth) indicators with Logit 
Model to predict the possibility of insolvency of credit 
unions that participate in the SICOOB-Brasil and 
SICCOB-Crediminas systems.  

According to Bressan (2009, 2011), the PEARLS 
system is one acronym of a group of indicators used by 
the Word Council of Credit Unions (WOCCU) (2002) 
since 1990, which originates from the following key-
operating areas of the credit union. 

Monitoring the credit union performance is the main 
objective of the PEARLS system. It was designed to go 
beyond the identification issue, helping managers to find 
significant solutions to solve institutional problems. The 
PEARLS system can identify if a credit union is based on 
weak capital and indicate the causes of such weakness. 
This system allows managers to identify problems and 
solutions quickly and accurately, and the best actions to 
be taken before the problems becoming serious.  

Another objective of the PEARLS system is to 
standardize financial indicators and formulas to eliminate 
criteria used by local credit unions to evaluate operations. 
The system also creates a universal financial language to 
evaluate credit unions worldwide – with an easy-access 
language that can improve the communication and 
information uniformity (Richardson, 2002). 

The PEARLS system is adopted by about 97 countries 
in Africa, Asia, Caribe, Europe, North America, Latin 
America and Oceania. However, it is not used to analyze 
credit unions in Brazil (Bressan et al., 2011). 

Bressan et al. (2011) have created 39 financial 
indicators from the PEARLS system to evaluate the 
Brazilian credit  unions.  These  indicators  have  enabled  
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Figure 1. Cross Validation Method. Source: Carvalho (2011). 

 
 
 
comparisons and financial analysis among credit unions 
in Brazil and abroad (Karaa and Krichene, 2012).  

The indicators were grouped into key-operating areas 
of the credit unions and linked in the Plano Contábil das 
Instituições Financeiras do Sistema Financeiro Nacional 
– COSIF (Accounting Plan of National Institutions of the 
Financial System) (Bressan et al., 2010). 
 
 
METHODS 
 
Data gathering was made based on information from financial 
statements of a sample of 62 credit unions from which 31 are 
solvent and the other 31 are insolvent. The cooperatives that did 
not send their financial statements to BACEN in a period of at least 
10 years were considered insolvent since it characterizes an 
operational disruption.  

According to Araújo (2011), this concept suggests that 
interrupting the sending of financial statements implies lack of 
interest of the cooperative managers in being accountable to the 
regulator, and this usually occurs before the formal closure of the 
cooperative – a typical profile of insolvency.  

The evaluation of insolvency of cooperatives was based on the 
financial indicators of the PERALS system, as mentioned in the 
theoretical background of this study. Twenty-seven indicators were 
selected from 39 proposed by the PEARLS system according to the 
availability of information on the financial statements prepared and 
provided by the BACEN website.  

To obtain the best model of data classification by artificial neural 
networks (ANNs) and support vector machines (SVMs), the re-
sampling technique by the cross validation method was used 
(Figure 1) (Carvalho, 2011) together with the evaluation of the 
generated models by visualizing points in two-dimensional space 
(x, y) on receiver operating characteristics (ROC) curve (Figure 2) 
(Kohonen, 1988). 

In the r - fold cross-validation method, the data set is partitioned 
into r subsets of similar sizes. The objects of r-1 partitions are used 
for training a predictor variable which is tested in the remaining 
partitions. This process is repeated for r times, each cycle with a 
different partition to be tested. The final performance is  taken  from 

the averaged performance observed in each subset of test 
(Carvalho, 2011). 

The re-sampling is indicated when the sample is not representing 
the population well and then an estimate closer to the study 
population is needed. The k - fold cross-validation consists of 
randomly selecting a group of data extracted from the dataset to 
train and test predictors. The iteration was made 10 folds changing 
the number of test samples and tests, but keeping the same 
training dataset (Han and Kamber, 2006). 
In addition to compute algorithms by the ANNs and SVMs, a ROC 
curve was also designed. According to Han and Kamber (2006), it 
is important to validate the results in order to quantify the 
discriminating power for prediction and identify the accuracy of a 
method or procedure in certain analysis. However, it should be 
considered that only a single quantification of “misses and hits” in a 
given test group is not necessarily reflecting the efficiency of the 
process. The quantification is also highly depending on the quality 
of data distribution through the test group. On the ROC curve, a 
perfect classifier is showed by a horizontal line on the top of the 
graph. However, it would be hardly achieved. ROC curves are 
considered good when positioned between the diagonal and the 
perfect lines, that is, the farther from the diagonal line, the better the 
algorithm. 

According to Carvalho (2011), a classification conflict in the two 
classes, one positive (+) and the other negative (-), generates a 
confusion matrix as shown in Table 2, where: TP = the number of 
true positives, which is the positive data correctly classified; TN = 
the number of true negatives, which is the negative data correctly 
classified; FP = the number of false positives, data whose the class 
is negative but were incorrectly classified as positive; and FN = the 
number of false negatives, data whose the class is positive but 
were incorrectly classified as negative. 

According to Monard and Baranauskas (2003), it is possible to 
calculate other performance measures from the confusion matrix: 
 
a) Error rate in the positive class: The proportion of positive class 
data that were incorrectly classified by the  
predictor	 መ݂ also known as false negative rate (FNR):   
 

 
൫ መ݂൯ ൌ

FN

TP൅TN
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Figure 2. Example of a receiver operating characteristics (ROC) curve. Source: Carvalho (2011). 

 
 
 

Table 1. Studies on credit union in solvency in Brazil. 
 

Method  References 

Logistic regression and cox proportional hazard Bressan (2002) 
Discriminant analysis Pinheiro (2003) 
Logistic regression and cox proportional hazard Bressan et al. (2004a) 
Cox proportional hazard Bressan et al. (2004b) 
Cox proportional hazard Ribeiro (2008) 
Logit model Bressan (2009) 
Logistic regression Ferreira (2010) 

 

Source: Araujo (2011). 
 
 
 
b) Error rate in the ݁ݎݎା		negative class: Proportion of negative class 
data incorrectly classified by	෡݂ , also known as false positive rate 

(FPR): ݁ݎିݎ 		൫ መ݂൯ ൌ 	
୊୔

୊୔ା୘୒
, 

c) Total error rate: Given by the sum of the values of the secondary 
diagonal of the matrix divided by the sum of values of all 

components of the matrix: ݁ݎݎ		൫ መ݂൯ ൌ 	
୊୔ା୊୒

௡
, 

d) Precision rate or overall precision: Obtained by adding the values 
of the main diagonal of the matrix divided by the sum of values of 

all components of the matrix: ܿ݁ݎ݌_		൫ መ݂൯ ൌ 	
୘୔ା୘୒

௡
, 

e) Precision: Proportion of positive data correctly classified from 
those predicted as positive by መ݂: 
൫	ܿ݁ݎ݌ መ݂൯ ൌ 	 ୘୔

୘୔ା୊୔
, 

f) Sensibility or recall: It is the hit rate in the positive class also 
called the true positive rate (TPR): ݏ݊݁ݏ൫ መ݂൯ ൌ ൫ܿ݁ݎ መ݂൯ ൌ TPR൫ መ݂൯ ൌ

	 ୘୔

୘୔ା୊୒
, 

g) Specificity: It is the hit rate in the negative class. The 

complement corresponds to the TFP rate: ܿ݁݌ݏ	൫ መ݂൯ ൌ 	 ୘୒

୘୒ା୊୔
ൌ 1 െ

TFP൫ መ݂൯, 
The accuracy can be considered as one measure of the model, 

and the sensitivity or recall as measures of its completeness. The 
precision and recall are not analyzed separately, but combined into 
a single measure, which is the weighted harmonic mean of 
precision and recall (Tafner, 1998):  

 

 
 
The ROC curve is a bi-dimensional graph plotted in a called ROC 
dimension, with (x,y) axes representing the rates of false positives 
(FPR; x)  and  of  true  positives  (TPR; y).  The  performance  of   a  
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Table 2. Confusion matrix. 
 

Predicted value (obtained by test) 

True value (proved by test) 

 Positive Negative 

Positive TP – True positive FP – False positive 

Negative FN – False negative TN – True negative 
 

Source: Carvalho (2011). 
 
 
 
classifier can be plotted to form the curve and represented by a 
dimensional point (x, y) in the ROC dimension (Carvalho, 2011).  

In Figure 1, Carvalho (2011) showed a perfect classification by 
the point (0, 1) where all positive and negative data are correctly 
classified, and then it is called ROC heaven. Conversely, the point 
(1, 0) represents the ROC hell. The point (1, 1) are the 
classifications always positive and the point (0, 0), those always 
negative. A classifier is considered superior to others when its point 
is positioned above and to the left of the points of the others 
classifiers. Given the above, it is common to compare the 
performance of algorithms in terms of a single measure extracted 
from the ROC curve: the area under the ROC curve. The area of 
the ROC curve produces values between 0 and 1; values closer to 
1 are considered best, but it is still advisable to calculate the full 
ROC area through a cross-validation procedure. 

The ROC graph used in this study holds the false positives rate 
(FP Rate) on the horizontal axis (x) and the true positives rate (TP 
Rate) on the vertical axis (y). The evaluation criterion for a good 
model of classification is to find the highest true positives rates and 
the lowest false positive rates in a 0-1 scale. The optimal model is 
the one that had the ability to hit all data classification which means 
100% true positives and 0% false positive (Tahin, 2010). 

The ANNs algorithms used in this study were the radial basis 
function – RBF network, and the multilayers: Multilayer Perceptron 
and the multilayer perceptronCS (Karaa and Krichene, 2012; 
Fernandez et al., 2013) and the SVM algorithm selected was the 
LibSVM (Chang and Lin, 2011). All algorithms in this study belong 
to the Weka software, which is largely used in data mining and 
machine learning (Karaa and Krichene, 2012).  

The LibSVM is a library of SVM implementations developed by 
Chang and Lin for several purposes: classification, regression and 
distribution estimation. The version 3 was used in present study 
(Chang and Lin, 2011). 

The information obtained in the decision tree was also used to 
build the ANNs. Three ANNs were built, the first with 27 indicators 
selected from a total of 39 proposed by the PEARLS system; the 
second was built with 10 indicators selected by market analysts as 
suitable to analyze the insolvency of credit unions; and the third 
was made with the R13 indicator from the second neural network 
added to those 10 indicators, which showed the best performance 
in building the decision tree.  

Eleven PEARLS indicators selected by market analysts as the 
most adequate to analyze insolvency in credit unions are presented 
in Table 3. They are: one for protection (P), one for effective 
financial structure (E), one for asset quality (A), three for rates of 
return and cost, one for liquidity (L) and four for signals of growth 
(S). 
 
 
RESULTS 
 
As previously described, the ANNs were built with 3 
algorithms: RBF network, Multilayer perceptron and 
multilayer perceptronCS. For each algorithm, three ANNs 
were built: the first with 27 indicators, the second with 10 

indicators, and the third with the R13 indicator extracted 
from the second neural network and added to the group 
of 10 indicators. For the SVMs model only the LibSVM 
algorithm was used. 
 
The ANN with RBFNetwork algorithm and 27 
indicators 
 
The ANN with 27 indicators and RBF network algorithm 
obtained a 0.677 Kappa statistic showing that 83.87% of 
total credit unions were correctly classified by the ANN, 
while 16.13% were not (Table 4). That means ANN has 
classified 27 credit unions correctly and 4 incorrectly from 
the set of 31 solvent credit unions. From the insolvent 
set, the ANN has classified 25 credit unions correctly and 
6 incorrectly (Table 5).  
 
 
The ANN with multilyer perceptron and multilayer 
perceptronCS algorithms and 27 indicators 
 
The ANN with multilyer perceptron and multilayer 
perceptronCS algorithms and 27 indicators had a 0.839 
Kappa statistic showing that 91.94% of total credit unions 
were correctly classified while 8.06% were not (Table 4). 
That means ANN has classified 27 credit unions correctly 
and 4 incorrectly from the set of 31 solvent credit unions. 
From the insolvent set, the ANN classified 30 credit 
unions correctly and only 1 incorrectly (Table 5).  
 
 
The SVM with LibSVM algorithm and 27 indicators 
 
The SVM with LibSVM algorithm and 27 indicators 
obtained a 0.903 Kappa statistic indicating that 95.16% of 
total credit unions were correctly classified by the SVM, 
while 4.84% were not (Table 4). The algorithm has 
classified all the 31 solvent credit unions correctly. From 
the insolvent set, the SVM classified 28 credit unions 
correctly and 3 incorrectly (Table 5).  
 
 
The ANN with RBF network algorithm and 11 
indicators 
 
The ANN with RBF network algorithm and 11 indicators 
had a 0.774 Kappa statistic implying that 88.71% of total 
credit unions were correctly classified, while 11.29% were  
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Table 3. Indicators selected by market analysts. 
 

Indicator Purpose 

P1 = Allowance for loan and lease losses / Total 
Portfolio classified 

Measure the amount of allowance for loan and lease losses 
relative to the total portfolio classified. 

  

E5 = Revenues from financial intermediation / 
Total Average Assets 

Measure the proportion of income from financial 
intermediation relative to total adjusted assets. 

  

A1 = Fixed assets + Assets not intended to the 
purpose of cooperative / Adjusted equity 

Measure the degree of utilization of own funds with fixed 
assets and assets not directed to the purpose of the 
cooperative. The higher the value, the less the focus of the 
institution on its core business. 

  

R7 = Leftovers / Average Total Assets. Measure the extent of earnings and also the ability to build 
social capital. This is an indicator of return on assets. 

  

R8 = Leftovers / Average Adjusted Equity Measuring the return on equity capital. This is an indicator of 
return on equity. 

  

R13 = Administrative Costs / Average Total 
Assets 

Measure the percentage of administrative expenses in 
relation to total assets. 

  

L2 = Short-term Assets / Total Deposits This indicator is a proxy for the liquidity flow. 
  

S1 = Operating Income Growth = (Operating 
income of the current month / operating income 
of the previous month) - 1 

Measure the rate of growth in operating income. 

  

S6 = Administrative Costs Growth = 
(administrative cost of the current month / 
administrative cost of the previous month) -1 

Measure the rate of growth of administrative expenses. 

  

S8 = Total Assets Growth = (Total Assets of the 
current month / total assets of the previous 
month) -1 

Measure the rate of growth of total assets. 

  

S9 = Loan Operations Growth = (Loans of this 
month / Loans from the previous month) -1 

Measure the monthly increase of investments in loans. The 
higher the index, the more the institution is expanding loan 
operations. 

 
 
 
not (Table 6). The ANN has classified 27 credit unions 
correctly and 4 incorrectly, from the set of 31 solvent 
credit unions. From the insolvent set, the ANN classified 
28 credit unions correctly and 3 incorrectly (Table 7).  
 
 
The ANN with multilyer perceptron and multilayer 
perceptronCS algorithms and 11 indicators 
 
The ANN with multilyer perceptron and multilayer 
perceptronCS algorithms and 11 indicators had a 0.710 
Kappa statistic showing that 85.48% of total credit unions 
were correctly classified while 14.52% were not (Table 6). 
The ANN has classified 30 credit unions correctly and 
only 1 incorrectly, from the set of 31 solvent credit unions. 
From the insolvent set, ANN also classified 30 credit 
unions correctly and 1 incorrectly (Table 7).  

The SVM with LibSVM algorithm and 11 indicators 
 
The SVM with LibSVM algorithm and 11 indicators had a 
0.968 Kappa statistic indicating that 98.39% of total credit 
unions were correctly classified while 1.61% was not 
(Table 6). SVM has classified all the 31 solvent credit 
unions correctly. From the insolvent set, ANN classified 
30 credit unions correctly and only 1 incorrectly (Table 7).  
 
 
The ANN with RBF network algorithm and 10 
indicators 
 
The ANN with RBF network algorithm and 10 indicators 
had a 0.742 Kappa statistic showing that 87.09% of total 
credit unions were correctly classified, while 12.91% were 
not (Table 8). That means, ANN has  classified  26  credit 
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Table 4. Summary of the RBF Network, the Multilyer Perceptron and Multilayer PerceptronCS, and the 
LibSVM algorithms with 27 indicators. 
 

RBF network 
Total credit unions 

No. % 

Correctly classified instances 52 83.87 
Incorrectly classified instances 10 16.13 
Kappa statistic 0.677  
   

Multilyer perceptron and multilayer perceptronCS 
Correctly classified instances 57 91.94 
Incorrectly classified instances 5 8.06 
Kappa statistic 0.839  
   

LibSVM   
Correctly classified instances 59 95.16 
Incorrectly classified instances 3 4.84 
Kappa statistic 0.903  

 
 
 

Table 5. The confusion matrix for the RBF network, the multilyer perceptron and the multilayer perceptronCS, and 
LibSVM algorithms with 27 indicators. Classified as a = INSOLVENT and b = SOLVENT. 
 

Classified as a b <-- classified as 

RBF network 
27 4 | a = INSOLVENT 
6 25 | b = SOLVENT 

    

Multilyer perceptron and multilayer perceptronCS 
27 4 | a = INSOLVENT 
1 30 | b = SOLVENT 

    

LibSVM 
31 0 | a = INSOLVENT 
3 28 | b = SOLVENT 

 
 
 
unions correctly and 5 incorrectly, from the set of 31 
solvent credit unions. From the insolvent set, ANN 
classified 28 credit unions correctly and 3 incorrectly 
(Table 9).  
 
 
The ANN with multilyer perceptron and multilayer 
perceptronCS algorithms and 10 indicators 
 
The ANN with multilyer perceptron and multilayer 
perceptronCS algorithms and 10 indicators obtained a 
0.710 Kappa statistic indicating that 85.48% of total credit 
unions were correctly classified while 14.52% were not 
(Table 8). The ANN has classified 23 credit unions 
correctly and 8 incorrectly, from the set of 31 solvent 
credit unions. From the insolvent set, ANN classified 30 
credit unions correctly and only 1 incorrectly (Table 9).  
 
 
The SVM with LibSVM algorithm and 10 indicators 
 
The ANN with LibSVM algorithm and 10 indicators had a 

0.968 Kappa statistics indicating that 98.39% of total 
credit unions were correctly classified, while 1.61% were 
not (Table 8). SVM has classified all 31 solvent credit 
unions correctly. From the insolvent set, SVM classified 
30 credit unions correctly and only 1 incorrectly (Table 9). 
According to Table 10, the LibSVM showed superior 
performance for the error rate of the positive class 
(amount of false negatives). The same performance is 
observed when using 10 or 11 indicators, that is, the 
number of hits within this class does not increase with the 
presence of the R13 indicator. 

The error rate of the negative class which is the portion 
of the negative class data that were incorrectly classified 
(amount of false positives) (Table 10). Based on these 
results, the ANN with the multilayer perceptron and 
multilayer perceptron algorithms presented superior 
performance for the three groups of indicators. LibSVM 
presented the same performance as the multilayer 
perceptron and multilayer perceptron algorithms for either 
10 or 11 indicators (Table 10). Again, the presence of the 
R13   indicator   did   not   interfere   on   the   evaluation    of  
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Table 6. Summary of the RBF network, the multilyer perceptron and multilayer perceptronCS, and the LibSVM 
algorithms with 11 indicators. 
 

RBF network 
Total credit unions 

No. % 

Correctly classified instances 55 88.71 
Incorrectly classified instances 7 11.29 
Kappa statistic 0.774  
Multilyer perceptron and multilayer perceptronCS 
Correctly classified instances 53 85.48 
Incorrectly classified instances 9 14.52 
Kappa statistic 0.710  
LibSVM   
Correctly classified instances 61 98.39 
Incorrectly classified instances 1 1.61 
Kappa statistic 0.968  

 
 
 

Table 7. The Confusion Matrix for the RBFNetwork, the Multilyer Perceptron and the Multilayer PerceptronCS, and 
LibSVM algorithms with 11 indicators. Classified as a = INSOLVENT and b = SOLVENT. 
 

Classified as a b <-- classified as 

RBF network 
27 4 | a = INSOLVENT 
3 28 | b = SOLVENT 

Multilyer perceptron and multilayer perceptronCS 
23 8 | a = INSOLVENT 
1 30 | b = SOLVENT 

LibSVM 
31 0 | a = INSOLVENT 
1 30 | b = SOLVENT 

 
 
 

Table 8. Summary of the RBFNetwork, the Multilyer Perceptron and Multilayer PerceptronCS, and the LibSVM 
algorithms with 10 indicators. 
 

RBF network 
Total credit unions 

No. % 

Correctly classified instances 54 87.09% 
Incorrectly classified instances 8 12.91% 
Kappa statistic 0.742  
Multilyer perceptron and multilayer perceptronCS 
Correctly classified instances 53 85.48% 
Incorrectly classified instances 9 14.52% 
Kappa statistic 0.710  
LibSVM   
Correctly classified instances 61 98.39% 
Incorrectly classified instances 1 1.61% 
Kappa statistic 0.968  

 
 
 
insolvency of the credit unions sampled for this study. Table 
11 shows the precision rates for the built models. The 
LibSVM algorithm showed the best results for the three 
groups  of  indicators,  without  difference  in  precision 
between the groups with 10 and 11 indicators.  

The sensibility of algorithms used for building the 
models proposed in this study is displayed in Table 11. 
According to these results, the LibSVM algorithm was 
superior to others for the three groups of indicators with 
higher values for the groups of 10 and 11 indicators.  
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Table 9. The Confusion Matrix for the RBF network, the multilyer perceptron and the multilayer perceptronCS, and 
LibSVM algorithms with 10 indicators. Classified as a = INSOLVENT and b = SOLVENT. 
 

Classified as a b <-- classified as 

RBF network 
26 5 | a = INSOLVENT 
3 28 | b = SOLVENT 

Multilyer perceptron and multilayer perceptronCS 
23 8 | a = INSOLVENT 
1 30 | b = SOLVENT 

LibSVM 
31 0 | a = INSOLVENT 
1 30 | b = SOLVENT 

 
 
 

Table 10. Mean values of TP and FP rates of solvent and insolvent credit unions by the ANN and the 
LibSVM algorithms.    
 

Indicator RBF network 
Multilayer perceptron and 
multilayer perceptronCS 

LibSVM 

 TP rates 
27 0.839 0.919 0.952 
11 0.887 0.855 0.984 
10 0.871 0.855 0.984 

    
 FP rates 

27 0.194 0.032 0.097 
11 0.097 0.032 0.032 
10 0.097 0.032 0.032 

 
 
 

Table 11. Mean precision, recall, F – Measure (the weighted harmonic mean of precision and recall) and 
mean ROC area for insolvent and solvent credit unions by the ANN and the LibSVM algorithms. 
 

Indicator RBF network 
Multilayer perceptron and 
multilayer perceptronCS 

LibSVM 

 Mean precision 
27 0.841 0.923 0.956 
11 0.888 0.874 0.984 
10 0.873 0.874 0.984 

    
 Mean recall 

27 0.839 0.919 0.952 
11 0.887 0.855 0.984 
10 0.871 0.855 0.984 

    
 F – Measure 

27 0.839 0.919 0.951 
11 0.887 0.853 0.984 
10 0.871 0.853 0.984 

    
 Mean ROC area 

27 0.869 0.947 0.952 
11 0.879 0.870 0.984 
10 0.889 0.879 0.984 
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As previously described in methods, precision and 
sensibility should not be analyzed separately, but jointly 
by the F- Measure (the weighted harmonic mean of 
precision and recall). As shown in Table 11, the LibSVM 
algorithm presented the highest values for the three 
groups of indicators with superior result when working 
with 10 or 11 indicators instead of 27 indicators.  

The ROC area as evidenced by the ROC graph 
analysis is larger by the LibSVM algorithm for the three 
groups of indicators (Table 11). The groups containing 
either 10 or 11 indicators showed the highest LibSVM 
value. 
 
 
DISCUSSION 
 
SVM model was included in this work because currently 
is one of the machine-learning algorithms most used to 
evaluate binary systems suitably. The algorithms of the 
ANNs and SVMs were used to build models of 
classification suited to select one financial standard for 
identifying status of insolvency of credit unions, bank and 
life insures (Hsiao and Whang, 2009; Karra and 
Krichene, 2012; Ribeiro et al., 2012). To this end, we 
used some indicators proposed by the PEARLS system, 
which were grouped into 3 sets of 27, 11 and 10 
indicators previously defined. 

Comparing the results of ANNs and SVMs, it is evident 
that superiority of the SVMs as binary classifier of 
solvency since its LibSVM algorithm showed the best 
results in all evaluations of performance proposed in this 
study, except for the error rate of the negative class 
which indicates the incorrect classifications in the 
negative class. 

From the ROC curve, it was possible to observe the 
highest TP and FP rates for the ANNs algorithms, which 
resulted in more liberal models. On the other hand, the 
LibSVM algorithm generated more conservative models 
since it showed good performance with respect to the FP 
rates, but few high TP rates. The performance of the 
ANNs by the multilayer perceptron, multilayer 
perceptronCS and the RBF network algorithms in 
classifying data was inferior to the LibSVM.  

Even though only with a single ANN algorithm, the 
performance would be better likely by classifying a new 
credit union as true positive (INSOLVENT). It can be 
deduced just by observing separately the performance 
curves in the ROC graph. 

It is still early to say that the ANNs and the SVMs 
algorithms can replace other methods for evaluating 
insolvency. However, it can be still helpful as tools of 
support for detecting signs and risks of imminent 
insolvency in credit unions and banks (Karaa and 
Krichene, 2012).  

With respect to the number of indicators of the 
PEARLS system, appropriate to evaluate insolvency of 
credit unions, there is no need to use all those 39 
indicators previously proposed.  It  can  be  confirmed  by 

the same high efficiency of the group with 10 indicators 
elected by market analysts for this evaluation. And still, 
adding the R13 indicator, prominently in the decision tree, 
to the group of the 10 indicators did not alter the amount 
of hits by the models proposed in this study.   
 
 
Conclusions 
 
The major implication of this work is reducing the gap 
existing on this theme by suggesting new financial tools 
to evaluate the health of credit unions which are very 
important to the socioeconomic development of the 
regions where they are located.  

This work proposes to help credit unions to meet solid 
financial structures in order to comply with its business 
mission, valuing relationships, offering financial solutions 
for adding income and improving the life quality of their 
members and the society. 
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