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The identification of valid terms in any domain is fundamental to its computerization. For this reason, in 
this paper we present a method for obtaining automated morphosyntactic patterns, which will help 
researchers to obtain valid terms from the proposed patterns, in order to build quality ontologies for the 
translation from one language to another, or to find important concepts in short sentences, which can 
be used as parameters in question-answer systems. For this purpose, we use some statistical methods 
which show candidates in a pattern vector. Then, a heuristic process unfolds to refine the pattern 
vector obtained, based on two main parameters: the statistical results previously obtained and the 
pattern length analyzed. As a result, we obtain the collection of the best patterns for the detection of 
real multiword terms. 
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INTRODUCTION 
 
Nowadays, the massive amount of information flowing 
through books, magazines, articles, and mainly through 
the Web, requires some systems and methods which 
facilitate its processing. In this line, automatic term 
recognition (ATR) approaches the task of automatically 
detecting and extracting the terminological units 
contained in those collections of texts (Fahmi et al., 2007; 
Korkontzelos et al., 2008; Zhang et al., 2008). After 
processing the corpus, the data obtained are stored in a 
structured language such as those described in (Lassila 
and Swick, 1999; Dean and Guus, 2004; Bray et al., 
2008). Then, data are ready to be utilized for applications 
like ontology builders, as it is the case of (Gómez-Pérez 
et al., 2006), which is focused on the public 
administration domain, semantic search engines (Ding et 
al., 2004; Byungkyu and Kyungsook, 2010), and 
question-answering systems (Vargas-Vera and Lytras, 
2010; Heinemann, 2010), to name but a few. 
   As regards the ontology learning process (Shamsfard 
and Barforoush, 2003; Buitelaar et al., 2005; Zhou, 
2007), it entails a series of steps: (i) the extraction of valid 
terms from a corpus (either texts on the web, formatted 
texts, plain texts, databases, etc.);  (ii)  the  establishment 
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of taxonomic, non-taxonomic and other relationship types 
between concepts, along with restrictions and axioms; (iii) 
the building of the ontology depending on usage, 
purpose, content type, structure, and representation 
language; and (iv) the evaluation and maintenance of the 
created ontology. The present paper explores some 
methodologies for obtaining valid terms by virtue of 
morphosyntactic patterns. Our ultimate aim is to assist 
researchers in the field to perform this task with an 
unsupervised tool adapted to their specific needs, 
regardless of the domain and the language of the corpus 
as Stated by Ochoa et al. 2011. 

In fact, ontologies have been applied to a number of 
different domains, including biomedicine (García-Sánchez 
et al., 2008), finance (Valencia-García et al., 2011), 
tourism (Martínez, 2009), education (Fernández-Breis et 
al., 2009; Hashim et al., 2010), natural language 
processing (Subramaniam et al., 2010) and software 
engineering (Beydoun et al., 2009a, b; Henderson-Sellers, 
2011). 
 
 
RELATED WORK 
 

In this line of research, Sánchez (2010) presents a 
domain-independent method for automatically learning 
terms from the Web for the building of ontologies. It has 
been manually  evaluated  in  many  domains.  It  uses  a 
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basic set of patterns that includes verbal forms for 
taxonomic relationships, such as the following ones: NP's 
NP {is|are|was|were} �  for example, camera's sensor is; 
NP of {the | a | an} NP {is | are | was | were} � for 
example, resolution of the camera is; NP in {the|a|an} NP 
{is|are|was|were} � for example, exposure in the camera 
is; NP {have|has|had} NP � for example, camera has 
ISO; NP {come|comes|came} with NP � for example 
camera comes with lens cap. In these examples, all the 
NPs before and after the verb are identified as their 
domain concepts. 

Similarly, in (Imsombut and Kawtrakul, 2007) propose a 
method for extracting ontological concepts and taxonomic 
relationships by using explicit expressions of reference in 
Thai language, namely lexico-syntactic patterns and lists 
of items. An example of these patterns unfolds as follows: 
NP1 = (ncn | nct + ncn | npn) + NP, NP2 = NP1 + adj, 
NP3 = NP + VP where VP = vi | (vt + NP) and NP = NP4 
+ PP, where PP = prep + NP. The terms extracted from 
these NP* patterns are stored in a list of candidate terms 
by means of an estimation function which measures the 
lexical co-occurrence and eventually obtains the 
ontological concepts. In order to reduce the large number 
of candidate terms, co-occurrence scores are 
subsequently applied to the resulting list. 

The effect of the use of different technologies for the 
establishment of taxonomic relationships has been 
studied by (Yang and Callan, 2009). He asserts that co-
occurrence and lexico-syntactic relations are adequate 
parameters for obtaining kinship relations of type “is-a” 
and relations of type “part-of”. In addition, he states that 
the use of patterns with syntactic features is rather 
appropriate to obtain “specific terms”. 

Finally, (Cimiano and Wenderoth, 2007) present a 
method for obtaining structures automatically from the 
web called “qualia”. When the tool was created in 1992, 
the user had to introduce the structures by hand, and, for 
this reason, it was not frequently used. Subsequently, the 
tool was updated with the automation of the process by 
means of the inclusion of lexico-syntactic patterns. Some 
of the patterns used were “NPQT is made up of NP'C”, 
“NPQT comprises NP'C”, and “NPQT consists of NP'C”. The 
abovementioned studies prove the fundamental need of 
lexical and morphosyntactic patterns in the automatic 
extraction of knowledge from text. 
 
 

PATTERN LEARNING PROCESS 
 

The pattern learning process comprises two sequential 
phases respectively known as patterns identification and 
debugging and patterns optimization (Figure 1). These 
stages are applied to each sentence in the text, with the 
subsequent extraction of the patterns contained in them.  
 
 

Pattern learning background 
 

It   has  been   proved   that   a   fundamental  part  in  the  

 
 
 
 
computerization of a domain is indeed the automatic 
learning of valid terms; the mere detection of terms in a 
text is not sufficient. The ultimate goal is that the method 
is able to provide itself feedback and to learn over time, 
since there is an increasing amount of terms in each text 
to process. For this reason, we have developed a method 
for learning new language patterns from texts 
automatically and incrementally, which means in practice 
that morphosyntactic patterns are not necessary from the 
outset. Providing that the user includes initial patterns, 
the method will identify the best and the worst ones 
sorted by categories. Furthermore, the method suggests 
new patterns not included in the initial list, which implies 
that when the system processes a new text not only the 
original patterns are recalled, but also those learnt in 
previous texts. In this way, the system obtains new valid 
terms, which will progressively update and improve the 
term list. 
 
 

Patterns identification and debugging 
 
This phase involves a series of steps. Firstly, the setting 
of guiding patterns, which establishes the parameters of 
the most important patterns. Those parameters are 
pattern length and level of accuracy of the pattern. 
Pattern length is directly proportional to the length of the 
multiword term that the user wants to find. For instance, if 
the user is interested in extracting a valid term consisting 
of 4 words, a pattern with 4 morphosyntactic elements is 
required (Table 1). 

The level of accuracy is the value attached to each 
morphosyntactic element. It is assigned by Freeling 
tagger, which includes the set of tags Eagles for the 
Spanish language. It provides a level of accuracy up to 8 
degrees for some morphosyntactic categories, as in the 
case of pronouns, and a level of accuracy up to 7 
degrees in the case of nouns and verbs (Table 2).Given 
these two parameters, the list of guiding patterns is 
shown in Table 3 with some examples of patterns which 
may be obtained after processing a text.It is worth noting 
that the two values or symbols (XX) presented in the 
examples for the morphosyntactic elements, do not imply 
a limitation in their number; in fact, as stated above, the 
user can define from 1 to 8 values depending on the 
morphosyntactic element. As a result of the processing of 
the text with the proposed method, a Candidate Pattern 
Vector (CPV) is obtained for each pattern length 
previously defined, including the patterns found with the 
statistical method, which provides the user with the 
frequency of occurrence of the patterns in the corpus 
(NTP). 

The next step entails the filtering out of incorrect 
patterns. Patterns beginning or ending with functional 
words are not adequate, and thus they must be discarded 
in this phase. For this purpose, there is a stop-list with 
Candidate Pattern Vectors beginning and ending with 
prepositions,     pronouns,      numerals,      determinants, 



 
 
 
 

 
 
Figure 1. Pattern learning process. 
 
 
 
Table 1. Term length measured by morphosyntatic patterns. 
 

Term length Morphosyntactic structure 

2 xx·xx 

3 xx·xx·xx 

4 xx·xx·xx·xx 
 
 
 

conjunctions, adverbs, verbs and interjections, as well as 
patterns containing verbs and dates. 
 
 
Selection of the best linguistic patterns 
 
Once the candidate patterns have been obtained, the 
best ones must be selected. For this purpose, a 
combination of heuristic and statistical methods has been 
applied. Specifically, a method has been implemented for 
finding patterns from scratch and another method has 
proved to be adequate for an incremental process with 
known patterns. 
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Methodology for pattern learning process from 
scratch 
 
Firstly, the statistical results of the candidate pattern 
vector obtained in the previous phase are provided, that 
is, for each candidate vector, we obtain the first and last 
element, which will indicate the upper (LS) and the lower 
limit (LI) of the vector. It is also important to get the 
number of items contained in each vector; this value will 
be known as vector size (VS). 

After obtaining these values, we apply one of the 
following equations: 
 

100)(0.1)(0.0)( ∗⇒<≥ vPvPandvPif
 (1) 

 

10)(0.10)(0.1)( ∗⇒<≥ vPvPandvPif
 (2) 

 

1)(0.10)( ∗⇒≥ vPvPif
 (3) 

 

Where probability P(v) is the result from the following 
equation: 
 

VSLILSvP ÷∗= )()(
 (4) 

 

Providing that probability exceeds the upper limit, the 
following equation applies: 
 

2)( =⇒> LILSvPif
 (5) 

 

Since the lower limit is rather high in the application of the 
probability equation. In order to reduce it, the probability 
equation (4) is applied again. 
 

Finally, if the minimum value is 1, it will be replaced by 
value 2, with the aim of reducing the candidate patterns 
and thus the number of candidate terms. 
 

21 =⇒= LILIif
 (6) 

 

In order to benefit the most relevant patterns, Benefit 
Factor (BF) is used. It changes the value of each NTP, 
depending on pattern length (PL). The calculation unfolds 
as follows: 
 

3.1)()(2)( ∗=⇒= xNTPxNTPxLPif
 (7) 

 

2.1)()(3)( ∗=⇒= xNTPxNTPxLPif
 (8) 

 

1.1)()(4)( ∗=⇒= xNTPxNTPxLPif
 (9) 

 

9.0)()(5)( ∗=⇒= xNTPxNTPxLPif
 (10) 

 

8.0)()(6)( ∗=⇒= xNTPxNTPxLPif
 (11)
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Table 2. Morphosyntatic structures words. 
 

Term Lemma Pattern    Description 

Pronouns 

those (aquellos) that (aquel) PD0MP000 

P Pronoun 

D Demonstrative 

0 Without person 

M Male 

P Plural 

0 Without case 

0 3rd person 

0 Without politeness 
 

    

your (vos) your tú PP3CN00P 

P Pronoun 

P Personal 

3 Third person 

C Gender common 

N Invariable 

0 Without case 

0 3rd person 

P Polite 
 

 

Noun 

kitten (gatito) cat (gato) NCMS00D 

N Noun 

C Common 

M Male 

S Singular 

00 Without semantic  gender 

D Diminutive grade 
 

 

Verb 

we sing (cantamos) sing (cantar)   VMIP1P0 

V Verb 

P Main 

I Indicative 

P Present 

1 First person 

P Plural 

0 Without gender 
 

 
 
 

Table 3. Examples of patterns obtained basing on guiding patterns.  

 

Term length Guiding patterns Patterns obtained 
2 xx·xx AQ NPNP NP 

3 xx·xx·xx NC SP NCAQ RG AQ 

4 xx·xx·xx·xx AQ NC SP NCNC AO CC NC 

5 xx·xx·xx·xx·xx NC SP DA NC NPAQ SP DI DA NC 

6 xx·xx·xx·xx·xx·xx NC AQ SP NC SP NCAQ SP NC SP NC AQ 
 
 
 

7.0)()(7)( ∗=⇒= xNTPxNTPxLPif
     (12) 

 

6.0)()(8)( ∗=⇒= xNTPxNTPxLPif
     (13) 

 

5.0)()(9)( ∗=⇒= xNTPxNTPxLPif
     (14) 

4.0)()(10)( ∗=⇒≥ xNTPxNTPxLPif
        (15) 

 
The final probability values are rounded to integers. 
Subsequently, the user is provided with the patterns.The 
candidate patterns may be automatically selected with 
the parameters defined above. An illustrative  example  of
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Table 4. Limits of each vector. 
 

Variables CPV (2) CPV (4) 

LS 3791 294 

LI 1 1 

VS 15 837 
 
 
 

Table 5. Identification f patterns suggestedforCPV(2). 

 

Pattern NTP NTP + BF Clipping level Suggested 
NC AQ 3791 4928 506 X 

NC NC 978 1271 506 X 

AQ NC 885 1151 506 X 

NC NP 359 467 506  

AQ AQ 347 451 506  

.     

AO NP 2 3 506  

AQ AO 1 1 506  

NC W 1 1 506  

NC Y 1 1 506  

NC AO 1 1 506  
 
 
 

the process is provided below: 
 

1. The CPV(x) is to be automatically found for each level. 
For this example, we have used the following strings: 
 

CPV(2): [NC AQ·3791, NC NC·978, AQ NC·885, NC 
NP·359, AQ AQ·347, NP NC·178, NP NP·121, AO 
NC·107, AQ NP·71, NP AQ·70, AO NP·2, AQ AO·1, NC 
W·1, NC Y·1, NC AO·1]  
CPV(4): [NC SP DA NC·294, VM SP DA NC·127, NC SP 
DA NP·74, AQ SP DA NC·72, VM CS DA NC·60, NC SP 
NC AQ·49, VM DA NC AQ·46, NC AQ SP NC·35, AQ NC 
SP NC·33, NC SP DA AQ·32, VM VM DA NC·26, NC SP 
DI NC·24, VM SP DI NC·24, VM SP DA NP·23, NC SP 
NC VM·22, NC CC DA NC·22, VM DI NC AQ·22, AQ VM 
DA NC·21, …….., VM CS RN VA·1, AO NC NC VM·1, 
VM AQ P0 VM·1, NP SP DA AO·1, NC NP P0 VA·1, NC 
VM NC VM·1, VM NC VM NC·1, NC AQ PR NC·1, VM 
SP VM VS·1, VM VS RG AQ·1] 
 

2. The upper and the lower limits and the vector size 
must be obtained for each level (Table 4). 
3. Equation (1) is applied. Since the lower limit of the 
patterns of level 2 and 4 is equal to 1, equation (6) is also 
applied. 
 

4666.50515)23791()2( =÷∗=vP
 

7025.0837)2294()4( =÷∗=vP
 

 
4. The probability value is obtained for each level and the 
final result is rounded to integers; this value is known as 
clipping level: 

Probability of CPV(2): 

47.505147.5050.1047.505)2( =∗⇒>= isvP
 

506)2( =vP
 

Probability of CPV(4): 

25.7010070.00.1&0.070.0)4( =∗⇒<>= isvP

 
70)4( =vP

 
 

5. Considering pattern length for CPV(2), equation (7) is 
applied. In this case, we have obtained a 30% of BF. 
Those NTP exceeding the Clipping level are the 
candidate patterns finally suggested. 
 

3.49283.13791)( =∗=xNTP
 

4.12713.1978)( =∗=xNTP
 

K  
3.13.11)( =∗=xNTP

 (Table 5). 
 

For CPV(4), the result of equation (9) is a 10% of BF:  
 

4.3231.1294)( =∗=xNTP
 

7.1391.1127)( =∗=xNTP
 

K  
1.11.11)( =∗=xNTP

 (Table 6). 
 
 

Methodology for the incremental pattern learning 
process 
 

This is based on  a  limit  value  (LV);  it  is  shown  in  the
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Table 6. Identification of patterns suggested forCPV(4). 
 

Pattern NTP NTP + BF Clipping level Suggested 

NC SP DA NC 294 323 70 X 

VM SP DA NC 127 140 70 X 

NC SP DA NP 74 81 70 X 

AQ SP DA NC 72 79 70 X 

VM CS DA NC 60 66 70  

NC SP NC AQ 49 54 70  

·     

NC VM NC VM 1 1 70  

VM NC VM NC 1 1 70  

NC AQ PR NC 1 1 70  

VM SP VM VS 1 1 70  

VM VS RG AQ 1 1 70  
 
 
 

Table 7. Limits of each vector. 

 

Variables CPV (2) CPV (3) 

LS 3791 2767 

LI 1 1 

VS 15 110 
 
 
 

following equation: 
 

3)()( ÷+= LILSLVValueLimit
 (16) 

 

Where: 
LS is the largest number of terms contained in each 
pattern level; 
LI is the smallest number of terms contained in each 
pattern level, and 
3 is a constant which divides this range into 3 sections. 
When the minimum value is 1, this value is replaced by 
value 2 (Equation (6)). 
The limit value is used to obtain 4 ranks, which are 
different from each other. Here, we focus on rank 4, with 
the following equations: 
 

3)( ∗= xLVLI
 (17) 

 

4)( ∗= xLVLS
 (18) 

 

Subsequently, the benefit factor has been calculated 
(Equations 7 to 15): 

The final probability values are rounded to integers, 
and the user is provided with the patterns.The 
incremental candidate patterns may also be automatically 
selected with the parameters defined, as shown by the 
instance offered here:  
 
1. Pattern vectors are to be automatically found for each 
level. In this case, we have used the following ones: 

CPV(2): [NC AQ·3791, NC NC·978, AQ NC·885, NC 
NP·359, AQ AQ·347, NP NC·178, NP NP·121, AO 
NC·107, AQ NP·71, NP AQ·70, AO NP·2, AQ AO·1, NC 
W·1, NC Y·1, NC AO·1] 
CPV(3):  [NC SP NC·2767, NC CC NC·687, NC DA 
NC·371, AQ SP NC·339, NC AQ AQ·239, NC RG 
AQ·205, NC AQ NC·164, NC SP NP·157, NC NC 
NC·153, AQ CC AQ·153, NC NC AQ·147, AQ DA 
NC·134, NC SP AQ·132, AQ CC NC·104, ……, NP DA 
NP·1, AO NC AQ·1, NC P0 NP·1, NP RG AQ·1, AO CC 
NC·1, NC P0 NC·1, AQ RG NP·1, NP NC Y·1, NC Y 
NP·1, NP RG NC·1, NC AO NC·1] 
 

2. The upper and lower limits and the vector size must be 
obtained for each level (Table 7). 
 

3. Equation (16) is applied to the CPV(2) and CPV(3): 
 

Limit value for CPV(2): 
 

33.12643)23791( =÷+=LV
 

 

Limit value for CPV(3): 
 

9233)22767( =÷+=LV
 

 

4. The upper and the lower limits are obtained for each 
level, depending on the range in which they are; by 
means of the application of Equations (17) and (18), 
respectively (Table 8): 
 

For CPV (2): 
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Table 8. Limits of each vector. 
 

Variables 
Range 4 

LI LS 
CPV (2)  3792 5056 

CPV (3) 2769 3692 
 
 
 

Table 9. Patterns suggested for CPV(2). 

 

Pattern NTP NTP + BF LI LS Suggested 

NC AQ 3791 4928 2528 3792 X 

NC NC 978 1271 2528 3792  

AQ NC 885 1151 2528 3792  

NC NP 359 467 2528 3792  

AQ AQ 347 451 2528 3792  

.      

AO NP 2 3 2528 3792  

AQ AO 1 1 2528 3792  

NC W 1 1 2528 3792  

NC Y 1 1 2528 3792  

NC AO 1 1 2528 3792  
 
 
 

Table 10. Patterns suggested for CPV(3). 
 

Pattern NTP NTP + BF LI LS Suggested 
NC SP NC 2767 3320 1846 2769 X 

NC CC NC 687 824 1846 2769  

NC DA NC 371 445 1846 2769  

AQ SP NC 339 407 1846 2769  

.      

AQ DD NC 17 20 1846 2769  

NP AQ NC 11 13 1846 2769  

NP CC AQ 8 10 1846 2769  

 NP SP AQ 5 6 1846 2769  
 
 
 

3792)31264( =∗=LI
 

5056)41264( =∗=LS
 

 

For CPV (3): 
 

2769)3923( =∗=LI
 

3692)4923( =∗=LS
 

 

5. Considering pattern length for CPV(2), equation (7) is 
applied. In this case, we have obtained a 30% of BF. 
Those NTP who are inside the Range, are the candidate 
patterns finally suggested (Table 9): 
 

3.49283.13791)( =∗=xNTP
 

 

4.12713.1978)( =∗=xNTP
 

K  

3.13.11)( =∗=xNTP
 

 

For CPV(3), equation (8) is applied, with a 20% of BF as 
a result (Table 10): 
 

4.33202.12767)( =∗=xNTP
 

4.8242.1687)( =∗=xNTP
 

K  
2.12.11)( =∗=xNTP

 
 
 

VALIDATION IN THE FINANCIAL AND CANCER 
DOMAIN 
 

The selected domain 
 

We   have   conducted   our   research   on   the  financial
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Table 11. Guiding table of patterns obtained by the tool and by the expert. 
 

Patterns M1 M2 M3 M4 M5 

Recommended patterns 27 39 12 6 4 

Original recommended patterns 14 12 9 4 2 

Not recommended patterns: 1213 1202 1228 1234 1236 

Original patterns not recommended 18 20 22 28 30 

Patterns not covered 0 0 0 0 0 

Original patterns not found 4 4 4 4 4 

Original patterns off limits 0 0 0 0 0 
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Figure 2. The improvements  achieved  by the scratch method in the financial domain. 

 
 
 

For our study, we have collected a corpus of 31 
financial articles comprising 15.868 words, and a second 
corpus of 19 articles on cancer containing 94.829 words. 
 
 

Assessment procedures 
 

In order to achieve reliable results, we have conducted 
different procedures modifying certain parameters of the 
applied heuristics. Specifically, we have performed the 
test with five different methods. In this section, we are 
going to focus on Method 2 (M2) and Method 5 (M5), 
which are the most adequate ones for morphological 
patterns from scratch and incremental learning. 
 
 

Detection of patterns from scratch in the financial 
domain 
 

To identify the best method, we have compared the set of 
patterns created by the expert  for  extracting  terms  from 

the corpus with the total amount of valid terms detected 
by means of these patterns. 

As can be seen in Table 11, the method which has 
obtained the highest number of recommended patterns is 
M2. A total amount of 12 of them, was originally 
recommended by the expert. 

From a total of 39 patterns created by the expert, 12 of 
them, were originally recommended and 4 of them, were 
not found in the corpus, giving a total of 16 patterns, 
accounting for 41.03% of the original patterns created by 
the expert. By applying these patterns to the financial 
corpus with a sample of 70%, we obtain the results 
observed in Figure 2, where Method 0, are the results 
obtained with the patterns created by the expert and 
Method 2 are the results obtained with the patterns 
created by the tool. As can be seen, Precision has 
improved from 39.45 to 65.37%. On the other hand, 
Recall level has increased from 18.86 to 25.04% (from 
172 to 285 valid terms), which can be deemed as a 
modest improvement.  
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Figure 3. The improvements achieved by the incremental method in the financial domain. 

 
 
 

Table 12. Guiding table of patterns obtained by the tool and by the expert. 

 

 M1 M2 M3 M4 M5 

Recommended patterns 119 185 12 4 5 

Original recommended patterns 19 17 8 3 2 

Not recommended patterns 3885 3819 3992 4000 3999 

Original patterns not recommended 14 16 25 30 31 

Patterns not covered 1 1 1 1 1 

Original patterns not found 3 3 3 3 3 

Original patterns off limits 0 0 0 0 0 
 
 
 

Detection of patterns by means of the incremental 
method 
 
Like in the previous assessment, here we have compared 
the set of patterns created by the expert for extracting 
terms from the corpus with the total amount of valid terms 
detected by means of these patterns. 

In M5, from a total of 4 patterns correctly identified by 
the tool, 2 of them have been created by the expert 
(Table 11). 

By applying these patterns to the financial corpus with 
a sample of 70%, we obtain the results observed in 
Figure 3: Where Method 0, are the results obtained with 
the patterns created by the expert and method 5 are the 
results obtained with the patterns created by the expert, 
including the patterns created by the tool. In this case, 
the number of valid terms has grown from 270 to 279, 
which entails an improvement in Precision from 61.93to 
63.99% and in Recall from 23.87 to 25%. Despite the fact 
that this is not a remarkable improvement, it is worth 
noting that the amount of candidate terms has been 
reduced from 1131 to 1116, which is to be considered  as 

strength of the method. 
 
 
Detection of patterns from scratch in the cancer 
domain 
 
As can be seen in Table 12, the method which has 
obtained the highest number of recommended patterns is 
M2. A total amount of 17 was originally recommended by 
the expert.  

This means that from a total of 185 patterns devised by 
the expert, 17 of them were originally recommended by 
the expert and 3 of them, were not found in the corpus, 
giving a total of 20 patterns, accounting for 55.55% of the 
original patterns created by the expert. By applying these 
patterns to the cancer corpus with a sample of 70%, we 
have obtained the results observed in Figure 4. 

Where method 0, are the results obtained with the 
patterns created by the expert and Method 2 are the 
results obtained with the patterns created by the tool. In 
this test, there has been an increase in the amount of 
valid terms from 1521 to 1621, resulting in  improvements
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Figure 4. The improvements achieved by the scratch method in the cancer domain. 
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Figure 5. The improvements achieved by the incremental method in the cancer domain. 

 
 
in Precision value (from 34.14 to 36.39%) and in Recall 
value (from 21.18 to 23.06%).  
 
 
Detection of patterns by means of the incremental 
method in the cancer domain 
 
The elements for comparison in this section are the same 
ones as in the previous test. M5 section in Table 12 

shows a total of 5 patterns found by the tool, 2 of them 
having been created by the expert. By means of the 
application of these patterns to the cancer corpus with a 
sample of 70%, we have obtained the results represented 
in Figure 5. 

Where Method 0, are the results obtained with the 
patterns created by the expert and Method 5 are the 
results obtained with the patterns created by the expert, 
including the patterns  created  by  the  tool. There  is  an 



 
 
 
 
increase in the amount of valid terms from 1521 to 1893, 
which entails a refining of Precision (from 34.14 to 
42.49%), as well as of Recall (from 21.18 to 22.28%). 
Nonetheless, unlike the test on the financial domain, in 
this case the number of candidate terms was not 
reduced. 
 
 
CONCLUSIONS AND FUTURE WORK 
 
In this paper, we have presented a method which 
provides the user with morphological patterns 
automatically, without the need to know any specific 
pattern. The only requirement is a list indicating pattern 
length and specialization level. For instance, in order to 
obtain patterns of length 3 with expertise levels 2 · 3 · 2 
in their morphological elements respectively, the correct 
combination would be "XX · XXX · XX". As a result of 
theprocessing of the text, we will obtain an ordered list 
with the best patterns found. As previously mentioned, 
the method may be used in any domain. The input data 
must be in plain text format. 

Apart from the list with the best patterns, the discarded 
patterns may be retrieved too if needed. In the event of 
having a list of patterns extracted by an expert, the tool 
provides the option to compare these patterns with those 
automatically obtained in order to assess their quality.The 
method presented in this paper has been developed to 
assist researchers in the field to detect valid terms in a 
corpus. This system may well complement previous work 
on the building of ontologies in different languages 
(Cimiano, 2006). Some representative instances of this 
line of research are (Abascal-Mena, 2009; Sánchez and 
Moreno, 2004; Blaschke and Valencia, 2002; Pulido et 
al., 2007) for the English language; (Lee et al., 2007) for 
the Chinese language; (Kawtrakul et al., 2004) for Thai; 
(Khosravi and Vazifedoost, 2007) for Persian; (Bontas et 
al., 2005; Kietz et al., 2000) for the German language; 
(Valencia-Garcia et al., 2006) for Spanish; and (Passant, 
2007) for French. Other related pieces of research are 
(Carpuat et al., 2002), in which we study the building of 
ontologies across Dutch, Italian, Spanish, German, 
French, Czech and Estonian; Cimiano’s exploration of 
domain concepts acquisition (Cimiano, 2006); study of 
German-Spanish machine translation (López et al., 
2010); as well as research conducted on ontologies and 
geographical information (Kauppinen et al., 2006), on 
information retrieval (Cimiano and Wenderoth, 2007; 
Ruiz-Casado et al., 2007), on search engines technology 
(Ding et al., 2004), and even research on word senses 
disambiguation (Almuhareb and Poesio, 2006). All these 
works may benefit from the implementation of our 
method, since manual terminology management is 
unable to process the massive amount of information 
published daily (Sánchez, 2010). 

One of the major advantages gained from the 
application of linguistic patterns is the finding of taxonomic 

relationships and non taxonomic relations (Ochoa et al., 
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2011a, b, c). In this line, (Hearst, 1992) has studied and 
defined a set of independent patterns for hyponymy, 
which has served as a basis for new learning approaches 
(Pasca, 2004). Similarly, hypernym can also define 
linguistic patterns expressing functions (Cimiano and 
Wenderoth, 2007), as well as metaphors and similes 
(Veale and Hao, 2007), and other semantic relationships 
such as meronymy, holonymy, telicity, etc. (Ruiz-Casado 
et al., 2007). A representative example of this appears in 
(Berland and Charniak, 1999), where these authors 
define a set of general guidelines for finding meronymic 
relationships in the text. 

A further strength of our method is that it includes 
Almuhareb and Poesio’s procedure for improving 
precision in extraction systems (Almuhareb and Poesio, 
2004). They proved that the presence of verbal forms and 
the avoidance of modifiers guarantees that the attributes 
stand for real terms. An example of this may be found in 
(Ochoa et al., 2010). 

The main weakness of the present method is that it still 
lacks a proper module for filtering the stored patterns 
over time. The inclusion of this module will become 
important when the system had processed several 
corpora from different domains, since many patterns will 
have been stored for the same domain. This may 
produce an excessive amount of candidates to be 
discarded. We are currently working to develop this 
module, along with new heuristics which will make a 
more precise selection of candidate patterns. For this 
purpose, we will intend to take the candidate terms 
obtained through each pattern as a baseline, after a 
comparison against a complete list of valid terms from 
each specific domain. In this way, this tool can indeed 
facilitate the progress of NLP in Spanish. 
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