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In this work we investigated some new aspects of a recently introduced hybrid method which was a 
combination of Genetic algorithm, Monte Carlo integration schema and variational method. We also 
added some new features to the method in order to reduce the computational costs. Now we have 
introduced the biased Genetic Monte Carlo Variational (BGMV). With the help of different components 
of the method like initial physical and computational parameters we have tried to find a more 
trustworthy method for nanostructure investigations. It is shown that criterions like saturation of a 
quantity with respect to different parameters of the Genetic Algorithm like number of Genetic iterations 
may not lead to accurate results. CPU time of the program as a function of the number of genetic 
iterations for different elitist percent is depicted. Exciton binding energy of GaAs0.7Sb0.3/GaAs is 
obtained. 
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INTRODUCTION  
 
In order to study the nanostructure systems, different 
theoretical approaches such as Monte Carlo (Heaedt, 
1985; von der Linden, 1992; Foulkes et al., 2001), 
Molecular Dynamics (Xiantao and Weinan, 2005; Entel et 
al., 2004; Drabold and Estreicher, 2007), tight Binding 
(Goringey et al., 1997; Suttont et al., 1988), Genetic 
Algorithm (Gutowskit, 1994), Envelope Function 
Approximation (Burt, 1999) have previously been devised. 
Among these vast numbers of methods, genetic 
algorithm is a mechanism put in place in order to simulate 
the Darwinian natural selection. By introducing the 
evolutionary algorithms (Schwefel, 1993; Rechenberg, 
1971) a new route into the mathematical solution of the 
optimization problems was opened and then Holland 
(1975)  applied  this  method  for  the  first time. Afterward,  
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Goldberg introduced a better algorithm (David, 1989). 
Nowadays the genetic algorithm has been used in 
different field of studies like, engineering (Mathur and 
Nikam, 2009), financial affairs (Lam et al., 2009), 
medicine (Ecemis et al., 2008), mathematics (Yoshimoto 
et al., 2003), chemistry (Sandeep and Bisht, 2006) and 
physics. In physics the genetic algorithm has been 
applied for study of crystal growth (Sayle and Johnston, 
2003), chaos theory (Tao et al., 2007), partition function 
evaluation (Grigorenko and Garcia, 2002), force field 
parameterization (Bukkapatnam et al., 2006), optimum 
materials structure (Ryan et al., 2007), powder diffraction 
data (Jove et al., 2001), solution of the differential 
equations (Burgess, 1999), simulation of semiconductor 
nanostructures (Dixit et al., 2008), Hamiltonian 
Diagonalization (Nandy et al., 2004), Schrödinger 
equation solution (Saha and Bhattacharyya, 2001) and 
applications to quantum Dot (Grigorenko et al., 2002), 
nanoclusters (Zhao, 2001), nanowires (Jia et al., 2006), 
nanoparticles    (Froemming     and    Henkelman,   2009)  
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Table 1. Material parameters for the GaAs and Al0.3Ga0.7As/GaAs. 
 

Material me 1  2  0  Reference 

GaAs 0.067 6.98 2.06 12.5 Senger et al. (2003) 

Al0.3Ga0.7As 0.067 6.93 2.15 12.5 Escorcia et al. (2004), Duque et al. (2008) 
 
 
 

and quantum wells (Rostami et al., 2008; Cakir et al., 
2010).  

Application of the Genetic algorithm to find best 
variational parameters (Hai-Qing et al., 2005) and the 
effect of these algorithm parameters like generation 
number (Nakajima and Abe, 2000; Bhaskar et al., 2000), 
mutation and crossover probability (Lee et al., 2000; Din 
and Tseng, 2002; Kumar et al., 2006; Carro-Calvo et al., 
2010) of some quantities have been done several times. 
However, a comprehensive study of the different 
components of the genetic algorithm on a physical 
quantity has not been performed. In this work we have 
used our recently introduced method (Solaimani et al., 
2011), Genetic-Monte-Carlo-Variational (GMV) in order to 
simulate a GaAs0.7Sb0.3/GaAs single quantum well. This 
method is a combination of the Genetic Algorithm, Monte 
Carlo method and the variational schema. The exciton 
binding energy is used as a target physical quantity in 
order to prove the accuracy and stability of the method. 
CPU time of the method is also presented to show the 
efficiency of this technique. The running time can be 
reduced through parallelization strategies as well (Zhou 
and Cao, 2012), but here we have tried to do it by 
manipulating our previous algorithm. Beside these facts, 
we have added some features in order to reduce the 
computational costs. For this purpose we have combined 
the previous GMV method with a deterministic walk 
around parameters of the trial wave function which we 
named the Biased GMV (BGMV). 
 
 
FORMALISM 

 
In this work we have used the Hamiltonian of the Senger et al. 
(2003) in the cylindrical coordinate at zero magnetic field which 
reads, 
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To solve the problem in the so-called variational method we have 
use the trial wave function: 
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where )( ,heii zf 
the envelope functions, e and h are indicated in 

the   electron   and   hole.  The    reduced    mass    is   defined    by 

)/)(1( 021 mme    where  γ1 and γ 2 are the Kohn–

Luttinger band parameters, which is presented in Table 1 (Senger 
et al., 2003). λ, a and b are the free parameters of this trial wave 
function that can be found by the minimization of 

the
, ,minex a bE H   , the lateral coordinate variable is ρ = 

ρe-ρh.  
Analytical solution of the Equation (1) is difficult because it is not 

separable along different degrees of freedom. Thus for most cases 
people try to solve it by the variational method (Bastard et al., 1982; 
Brum and Bastard, 1985; Lu et al., 1991; Andrey et al., 2007; 
Zhang et al., 2010.).  

The exciton binding energy is also defined as Eb = Eg + Ee + Eh - 
Eex where Eg is the energy gap, Eex is the expectation value of the 
Hamiltonian (1), Ee and Eh are computed by using, 
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We have solved these equations by bisection method (Press et al., 
2007). We used the Ben-Daniel-Duke boundary condition in order 
to include the effect of the effective mass mismatch in the well and 
barrier (Ben Daniel and Duke, 1966). We also used the Vegard law 
to find the effective mass of the electron and hole in the well (Singh, 
1995). 

The main steps of the BGMV method are given below: 
 
(a) Use Vegard law to estimate the parameters like effective mass 
of the well with the doping fraction x. 

(b) Find the roots of the equations:
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to find Eh and Ee.  
(c) Find the wave vectors Ke, ke, Kh and kh by continuity of fe and fh 
and first derivatives at interface 

where,
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 and we have similar 

function for hole. 
(d) Create an N×3 matrix for the initial population using a uniform 
random number generator between 0 and 1 for a, b and Lambda in 
the trial wave function which N is the number of members in the 
population.  

(e) Find the Eex=  H  for each member of the population 

using Monte Carlo integration scheme because it is flexible enough 
to be generalized to more dimensions and more number of degrees 
of     freedom.     Then     store     these     values     in         a     one 
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Figure 1. Variation of the exciton binding energy as a function of the 
number of genetic iterations for four different values, 0, 10, 25 and 60 of 
the  'epsilon_percent'. 

 
 
 
dimensional array.  
(f) Sort the energies obtained from previous step. 
(g) Retain 'elitist' percent of lowest energies for the next generation. 
(h) Generate 'epsilon_percent' of the next generation by the 
following method: define an infinitesimal value 'epsilon' and 
generate 'epsilon_percent' of the next population by adding and 
subtracting the 'epsilon' to the 'elitists'. 
(i) Generate 'mutprob' percent of the population by the mutation. 
(j) Generate the remaining number of the population by the 
crossover. 

(k) Find the Eex=  H  for new members of the population. 

(l) Merge new members and old ones to have a population with 
relative energies in an increasing order. 
(m) Go to step (g) until the termination criteria is achieved. 
 

The new added features to produce it from the routine GMV are as 
follows. Firstly, we have defined a variable 'epsilon_percent' which 
represents a probability. By this parameter we have generated 
some new members in the recent population of the genetic 
algorithm. For this purpose we have added or subtracted an 
infinitesimal value 'epsilon' to the most appropriate members in the 
old population (that is the elitists). One may use different percent of 
the population as the elitist. Secondly, we have investigated the 
effect of the amount of this elitist number. It means that how many 
members in a population are elitist? The last feature is the 
averaging technique in order to reduce the amount of the fluctuation 
of a physical quantity like exciton binding energy around its true 
value when we plot it as a function of the number of genetic 
iterations. 

 
 

RESULTS AND DISCUSSION  
 

In Figure 1, the variation of the exciton binding energy as 
a function of the number of Genetic iterations for four 
different  amounts  of  the  'epsilon_percent',   0,   10,   20 

and 60 is presented. As it can be seen the values on 
calculated exciton binding energy is in the range in which 
it was previously reported (Lu et al., 1991). It is also 
shown in Figure 1 that 'epsilon_percent' can be used as 
an accuracy regulation tool in order to find the true value 
of the exciton binding energy. The main idea in this 
technique is finding the global minima and changing the 
best members of the population (which have the most 
fitness) by means of an infinitesimal value around its 
previous value in order to increase the accuracy. In fact 
when the genetic algorithm selects a point as a good 
answer for the problem we seek its neighboring points as 
probable points which may lead to a better accuracy. As 
the Figure 1 shows when we select a larger value for the 
'epsilon_percent' we approximately get a better answer. 
For estimating the computational cost, CPU time versus 
number of genetic iteration for different values of the 
'epsilon_percent' was investigated.  The results which are 
shown in Figure 2 verify that the computational cost does 
not significantly change. 

In order to investigate the effect of elitists' percent on 
the exciton binding energy its behavior as a function of 
the number of genetic iteration was investigated and 
presented in Figure 3. As the diagram shows, an 
increase in the value of this number reduces the energy. 
Our calculations were done for 1000 member populations 
in 1000 generations thus this diagram may be different 
for other values of this parameter. For example if 60% of 
the populations are elitists (600 members) then 400 
members will be present in the procedure of the genetic 
algorithm. Thus in 1000 generations we may have good 
accuracy. In  order  to  show the effect the elitists percent  
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Figure 2. CPU time of the method as a function of the number of genetic iterations 
for four different values, 0, 10, 25 and 60 of the ‘epsilon_percent'. 

 
 
 

 
 
Figure 3. Variation of the exciton binding energy as a function of the number of 
genetic iterations for four different values, 10, 30, 60 and 90 of elitists percent. 

 
 
 
has on the computational cost, the variation of the CPU 
time as function of the genetic iteration numbers for 
different values of elitist percent (10, 30, 60 and 90) are 
monitored in Figure 4. As one can see for a larger value 
of the elitist percent, the CPU time  reduces  because the 

number of the members in the procedure of the genetic 
algorithm reduces. 

In Figure 5, we have presented the variation of the 
exciton binding energy as a function of the averaging 
number. The  initial  parameters  are presented in Table 2. 
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Figure 4. CPU time of the method as a function of the number of genetic 
iterations for four different values, 10, 30, 60 and 90 of elitists percent. 
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Figure 5. Variation of the exciton binding energy as a function of the number 
of the number of averaging. Descriptions are presented in the text. 

 
 
 

In order to show the effect of the averaging on a physical 
reduce the Generations and 
Monte_sampling_point_number the averaging effect is 
negligible.   This   fact  shows   that  since  the   envelope 

functions are slowly varying function thus with a small 
quantity like exciting binding energy we have changed 
different parts of these parameters and plotted them in 
other parts of Figure 5. As it can be clearly seen when we  
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Table 2. Initial parameters for different parts of the Figure 6.  
 

Parameter Generation 
MC sampling point 

number 
Population 

number 
Mutation 

probability 
Elitists 
percent 

Epsolion 
percent 

B 1000 700 1000 40 10 0 

C 1000 700 500 40 10 0 

D 500 700 1000 40 10 0 

E 1000 450 1000 40 10 0 

F 1000 700 1000 5 10 0 

G 1000 700 1000 40 10 40 
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Figure 6. Variation of the number of the repetitious members in the population as a function of the number of 
genetic iterations by changing the 'elitists_percent', 'epsilon_percent', and  the value of the mutation probability. 

 
 
 

number of the Monte Carlo sampling points we may 
achieve better accuracy. The effect of averaging on the 
Mutation_probability and 'epsilon_percent' for small 
number of the averaging is large. When we increase the 
number of averaging their fluctuations reduce. The most 
fluctuations can be seen in B and F cases. Maximum 
effect of the averaging on the exciton binding energy is 
about 0.7 mev.  

At last the numbers of the repetitious members in the 
population with changing the values of the previously 
discussed parameters like epsilon_percent, 
Mutation_probability and elitisist_percent are investigated 
and the results are shown in Figure 6. As we can see in 
this figure, for all cases when the value of these 
parameters increase the repetitious members decrease. 
In  addition,  when  the   number   of    genetic    iterations 



 
 
 
 
increases the number of repetitious members of the 
population oscillates around a constant value. When we 
increase the number of elitists the number of members in 
the genetic procedure reduces and thus the number of 
the repetitious member correspondingly is reduced. 
When the 'epsilon_percent' increases the repetitious 
numbers of members reduce because we have 
deterministically produced different members by adding 
or subtracting an infinitesimal value to some old members.  
Finally since we have produced new members by random 
changing of old members (from large to small or vice 
versa) and since our random generator, ran2 has a 
period of repetition of about 2×10

18
 (Press et al., 2007), 

thus when the value of the mutation probability increases 
the number of the repetitious member decreases. The 
number of the repetitious members is obtained by direct 
counting. Our technique helps to find the optimum initial 
parameters with a predetermined computational cost. 
Another fact is that since in our work each member has 
consisted of only 3 part (a, b, Lambda) therefore the 
repetitious members may be encountered in a large 
portion. However, for different situations with different 
number of parts in each member or in other physical 
situations we may see other results.  

It is clear from the Figures 1 and 2, that criterion like 
saturation of a quantity with respect to a parameter like 
number of Genetic iterations which is usually used as a 
termination criterion may not work correctly. As we see in 
the Figures 1 and 2 the diagrams are saturated in 
different levels. Now a physical principle may help to find 
the best initial parameters. This means that for solving 
these problems with a stochastic method like genetic 
algorithm we have to determine the effect of the initial 
parameters in order to find the physical quantities. This 
may be done by changing the initial parameters such as 
mutation probability or plotting the quantity as a function 
of mutation probability, generations or other 
computational parameters.  
 
 
Conclusion 
  
In this work, we have introduced a new modified version 
of our previously introduced GMV method (Solaimani et 
al., 2011), by adding some new deterministic 
computational parameters like 'epsilon_percent' in order 
to increase the convergence rate and reduce the 
computational costs which the results is presented in the 
diagrams of the CPU times. We have added a parameter 
'epsilon_percent' to the Previous GMV method which can 
be used as an accuracy regulation tool in order to find the 
true value of the exciton binding energy. As the Figure 1 
shows, when we select a larger value for the 
'epsilon_percent' we approximately get a better answer. 
By using the technique of averaging, its effect on the 
Genetic parameters such as Mutation_probability and 
'epsilon_percent'  are investigated. When we increase the 
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number of averaging their fluctuations reduce. The most 
fluctuations can be seen in B and F cases of Figure 5. 
Maximum effect of the averaging on the exciton binding 
energy is about 0.7 mev. Finally, the number of the 
repetitious members in the population is obtained by 
direct counting which helps to find the optimum initial 
parameters with a predetermined computational cost. 
 
 
ACKNOWLEDGEMENTS 
 

We would like to thank the helpful and kind electronic 
mail conversation of Prof. Roman Grill. We are also 
grateful for the financial support of the Iranian 
Nanotechnology Initiative Council (INIC) and Shahrood 
University of Technology.  
 
 
REFERENCES  

 
Andrey C, Costa e Silva J, Freire JAK, Faria GA (2007). Excitonic 

properties of type-I and type-II Si /Si1-xGex quantum wells. J. Appl. 
Phys. 101:113703-113710. 

Bastard G, Mendez EE, Chang LL, saki LE (1982). Exciton binding 
energy in quantum wells. Phys. Rev. B, 26:1974-1979. 

Ben Daniel DJ, Duke CB (1966). Sopace charge effect in electron 
tunneling. Phys. Rev. 152:683-692. 

Bhaskar V, Gupta SK, Ray AK (2000). Multiobjective Optimization of an 
Industrial Wiped-Film Pet Reactor. AIChE J. 48:1048-1058. 

Brum JA, Bastard G (1985). Electric field induced dissociation of 
excitons in seconductor quantum wells. Phys. Rev. B 31:3893-3998. 

Bukkapatnam S, Malshe M, Agrawal PM, Raff LM, Komanduri R (2006). 
Parametrization of interatomic potential functions using a genetic 
algorithm accelerated with a neural network. Phys. Rev. B 
74:224102-224125. 

Burgess G (1999). Finding Approximate Analytic Solutions to 
Differential Equations Using Genetic Programming, DSTO 
Electronics and Surveillance Research Laboratory. 

Burt MG (1999). Fundamentals of envelope function theory for 
electronic states and photonic modes in nanostructures. J. Phys. 
Condens. Matter 11:R53-R83. 

Cakir B, Yakar Y, Ozmen A, Ozgür Sezer M, Sahin M (2010). Linear 
and nonlinear optical absorption coefficients and binding energy of a 
spherical quantum dot. Superlattice Microst. 47:556-566. 

Carro-Calvo L, Salcedo-Sanz S, Portilla-Figueras JA, Ortiz-Garcia EG 
(2010). A genetic algorithm with switch-device encoding for optimal 
partition of switched industrial Ethernet networks. J. Net. Comp. Appl. 
33:375-382. 

David EG (1989). Genetic Algorithms in Search, Optimization, and 
Machine Learning. Addison-Wesley Professional.   

Din DR, Tseng SS (2002). A genetic algorithm for solving dual-homing 
cell assignment problem of the two-level wireless ATM network. 
Comput. Commun. 25:1536-1547. 

Dixit V, Liu HF, Xiang N (2008). Analysing the thermal-annealing-
induced  photoluminescence blueshifts for GaInNAs/GaAs quantum 
wells: a genetic algorithm based approach. J. Phys. D: Appl. Phys. 
41:115103-115108. 

Drabold DA, Estreicher SK (2007). Theory of Defects in 
Semiconductors, Topics Appl. Phys. pp. 104-213. 

Duque CA, de Dios-Leyva M, Oliveira LE, Microelectron J (2008). 
Exciton diamagnetic shift in GaAs/AlGaAs quantum wells under in-
plane magnetic fields. 39:407-410.  

Ecemis MI, Wikel J, Bingham C, Bonabeau E (2008). A Drug Candidate 
Design Environment Using Evolutionary Computation. IEEE Trans. 
Evolut. Comput. 12:591-603. 

Entel P, Adeagbo WA, Sugihara M, Rollmann G, Zayak AT, Kreth M, 
Kadau    K    (2004).    Molecular     Dynamics     Simulations.      Lect.  

http://www.sciencedirect.com/science/article/pii/S0026269207001516
http://www.sciencedirect.com/science/article/pii/S0026269207001516


5492          Int. J. Phys. Sci. 
 
 
 
    Notes Phys. 642:177. 
Escorcia RA, Riva C, Mikhailov ID (2004). Polaronic exciton in quantum 

wells wires and nanotubes. Solid State Commun. 131:365-370. 
Foulkes WMC, Mitas L, Needs RJ, Rajagopal G (2001). Quantum 

Monte Carlo simulations of solids. Rev. Mod. Phys. 73:33-83. 
Froemming  NS, Henkelman G (2009). Optimizing core-shell 

nanoparticle catalysts with a genetic algorithm. J. Chem. Phys. 
131:234103-234110. 

Goringey CM, Bowlery DR, Hernandez E (1997). Tight-binding 
modelling of materials. Rep. Prog. Phys. 60:1447-1512. 

Grigorenko I, Garcia ME (2002). Calculationof the partition function 
using quantum genetic algorithms. Physic A 313:463-470. 

Grigorenko I, Speer O, Garcia ME (2002). Coherent control of photon-
assisted tunneling between quantum dots: A theoretical approach 
using genetic algorithms. Phys. Rev. B 65:235309-235316. 

Gutowskit MW (1994). Smooth genetic algorithm.  J. Phys. A Math. Gen.  
27:7893-7904. 

Hai-Qing Y, Chen T, Ming L, Hao Z (2005). Real-Code Genetic 
Algorithm for Ground State Energies of Hydrogenic Donors in GaAs-
(Ga,Al)As Quantum Dots.  Commun. Theor. Phys. (Beijing, China) 
44:727-730. 

Heaedt HD (1985). Monte Carlo simulation of quantum statistical lattice 
models. Phys. Rep. 127:233-307. 

Holland JH (1975). Adaptation in Natural and Artificial Systems, 
University of Michigan Press, Ann Arbor.  

Jia J, Shi D, Wang B, Zhao J (2006). Shell structures of sodium 
nanowires from atomistic simulations. Phys. Rev. B, 74:205420-
205426. 

Jove DA, Tedesco E, Harris KDM, Johnston RL, Cheung EY (2001). 
Structural Rationalization Directly from Powder Diffraction Data: 
Intermolecular Aggregation in 2-(Methylsulfonyl)ethyl Succinimidyl 
Carbonate. Cryst. Growth Des. 1:425-428. 

Kumar Agrawal R, Pratihar DK, Roy Choudhury A (2006). Optimization 
of CNC isoscallop free form surface machining using a genetic 
algorithm. Int. J. Mach. Tool. Manufac. 46:811-819. 

Lam KC, Ning X, Gao H (2009). The fuzzy GA-based multi-objective 
financial decision support model for Chinese state-owned 
construction firms. Automat. Const. 18:402-414. 

Lee SG, Khoo LP, Yin XF (2000). Optimising an Assembly Line 
Through Simulation Augmented by Genetic Algorithms. Int. J. Adv. 
Manuf. Technol. 16:220-228. 

Lu NH, Hui PM, Hsu TM (1991). Wannier exciton binding energies in 
GaAs/AlxGa1-xAs quantum wells. Solid State Commun. 78:145-148. 

Mathur YP, Nikam SJ (2009). Optimal Reservoir Operation Policies 
Using Genetic Algorithm. Int. J. Engin. Technol. 1:1793-8236. 

Nakajima Y, Abe A (2000). Application of Genetic Algorithms for 
Optimization of Tire Pitch Sequences. Jpn. J. Indust. Appl. Math. 
17:403-426. 

Nandy S, Chaudhury P, Bhattacharyya SP (2004). Diagonalization of a 
real-symmetric Hamiltonian by genetic algorithm: A recipe based on 
minimization of Rayleigh quotient. J. Chem. Sci. 116(5):285-291. 

Press WH, Teukolsky SA, Vetterling WT, Flanner BP (2007). Numerical 
Recipes. Third Edition, Cambridge University press. P. 350. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 
Rechenberg I (1971). Evolutionsstrategie: Optimierung technischer 

systeme nach prinzipien der biologischen evolution. Dr. Ing. Thesis, 
Technical University of Berlin, Department of Process Engineering. 

Rostami A, Baghban A, Nejad H, Rasooli SH (2008). Highly enhanced 
second-order nonlinear susceptibilities in tailored GaN–AlGaN–AlN 
quantum well structures, Physica B 403:2725-2731. 

Ryan MB, Cristian V, Ciobanu (2007). Evolutionary approach for finding 
the atomic structure of steps on stable crystal surfaces. Phys. Rev. B 
75:195415-195422. 

Saha R, Bhattacharyya SP (2001). Ground-state wave functions of two-
particle systems determined using quantum genetic algorithms. 
Physica A 291:439-448. 

Sandeep P, Bisht PB (2006). Photophysics of 9-amino acridine 
hydrochloride hydrate single microcrystals. Chem. Phys. 326:521-526. 

Sayle DC, Johnston RLE (2003). volutionary techniques in atomistic 
simulation: thin films andnanoparticles. Curr. Opin. Solid Stat. Mater. 
Sci. 7:3-12. 

Schwefel HP (1993). Evolution and Optimum Seeking, the Sixth 
Generation Computer Technology Series. JohnWiley and Sons, New 
York, NY, USA,  

Senger RT, Bajaj KK, Jones ED, Modine NA, Waldrip KE, Jalali F, Klem 
JF, Peake GM, Wei X, Tozer SW (2003). Magneto-optical properties 
of GaAsSb/GaAs quantum wells. Appl. Phys. Lett. 29:2614-2616. 

Singh J (1995). Semiconductor optoelectronics: Physics and technology. 
McGraw-Hill Series Electr. Comput. Eng. P. 31.  

Solaimani M, Izadifard M, Arabshahi  H, Sarkardei MR (2011). A new 
approach based on genetic algorithm in Schrodinger equation 
solution for nanostructure applications, the effect of some genetic and 
Monte Carlo operators. I. J. Phys. Sci. 6:5364-5368. 

Suttont AP, Finnis MW, Pettifor DG, Ohta Y (1988). The tight-binding 
bond model. J. Phys. C: Solid State Phys. 21:35-66. 

Tao C, Zhang Y, Jiang JJ (2007). Estimating system parameters from 
chaotic time series with synchronization optimized by a genetic 
algorithm. Phys. Rev. E 76:016209-016214. 

von der Linden W (1992). A Quantum Monte Carlo approach to many-
body physics. Phys. Rep. 220(2-3):53-162. 

Xiantao L, Weinan E (2005). Multiscale modeling of the dynamics of 
solids at finite temperature. J. Mech. Phys. Solids 53:1650-1685. 

Yoshimoto F, Harada T, Yoshimoto Y (2003). Data fitting with a spline 
using a real-coded genetic algorithm. Comput. Aided Des. 35:751-
760. 

Zhang Y, Shi LJ, Jin G, Zou B (2010). Magnetic-field modulated exciton-
exciton interaction in semiconductor microcavities. J. Appl. Phys. 
107:053527-053533. 

Zhao J (2001). Density-functional study of structures and electronic 
properties of Cd cluster. Phys. Rev. A 64:043204-043209. 

Zhou R, Cao J (2012). Quantum novel genetic algorithm based on 
parallel subpopulation computing and its application. Artif. Intell. Rev. 
pp. 1-13. DOI 10.1007/s10462-012-9312-8. 

 

http://www.sciencedirect.com/science/article/pii/003810989190271V
http://www.sciencedirect.com/science/article/pii/003810989190271V
http://www.sciencedirect.com/science/article/pii/003810989190271V

