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The purpose of this study is to investigate the stability of money demand function in emerging 
countries using the annual data over the period 1987 to 2018. The panel data was analyzed applying 
both static and dynamic panel models. With the static panel analysis, the random effect method is 
found to be an appropriate model to determine the factors that affect money demand in emerging 
countries. The findings of random effect method reveal real income affect money demand positively 
while exchange rate and real interest rate influence money demand negatively. The results of dynamic 
panel approach show that real income has positive impact on broad money demand while exchange 
rate, real interest rate and inflation negatively influence broad money demand in the long-run. The 
dynamic panel approach confirms that inflation has a significant impact on money demand in addition 
to the variables found to significantly influence money demand with the random effect method of static 
panel approach. This implies that dynamic panel model better estimates the determinants of money 
demand function as compared to static panel model. The stability analysis of each country confirms 
stable money demand function. The error correction model reveals any deviation from the equilibrium 
is corrected each year in the selected emerging countries. Therefore, the monetary policy makers can 
incorporate the outcome of this study as additional input for the implementation of effective monetary 
policy in the selected countries of emerging economies.   
 
Key words: Autoregressive Distributed Lag (ARDL) model, BRICS, dynamic panel model, money demand, 
pooled mean group, random effect method. 

 
 
INTRODUCTION 
 
Money provides a trade-off between the liquidity benefit 
of holding money and the interest advantage of holding 
working and  fixed  assets. The  demand for  money  is  a 

desire and ability to decide in which way people can 
accumulate their wealth. Economists explain the money 
demand as the choice of  keeping  the  financial assets in  
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the form of money; either as cash or bank demand 
deposits. Money is demanded not for its own sake, but 
for all the functions that it can perform. Money demand 
theory seeks the reasons for why both individuals and 
institutions would like to keep a part of their income on 
hand and how much of it, and the reflections of this 
behavior on the economy. The stability of money demand 
ensures predictability of the variables, and therefore 
reduces the possibility of an inflation bias. That means a 
stable money demand articulates that the changes in the 
elements of money demand equation can be predicted. 
The stability of money demand function reveals the 
variables that determine the quantity of demanded money 
remain consistent over time period. Stable money 
demand exists if the demand for money has a long-run 
cointegrating association with its determinants without 
any systematic changes in the regression coefficients.  

The determinants and stability of money demand are 
two crucial concepts in the theory of money demand. 
While the classic quantity theory of Fisher underlines 
income as the only determinant of the money demand 
function, Keynes and Friedman consider the variables 
such as interest rates, bond and equity returns, and the 
return on physical goods in addition to output (Diu and 
Donald, 2010). Kjosevski (2013) explains a stable money 
demand function as the quantity of money is predictably 
associated to a set of key variables connecting money to 
the economic real sector. Understanding the stability of 
money demand and its determinants is the key functions 
in formulating appropriate monetary policy for countries 
considering a monetary targeting framework. In other 
words, discussing the money demand function is the 
main target for monetary policy makers since the 
combination of money supply and money demand 
decides the interest rate, and hence influences the aims 
of monetary policy (Oscalik, 2014).   

In case that the money demand function is stable, the 
authorities can change the money supply in order to 
eliminate economic stagnation or fight against inflation. In 
the case of achieving a stable money demand function 
which can be explained by variables such as income, 
interest rate, inflation expectation; it is possible that the 
increase in the money supply may affect those variables 
in the expected way, the money demand could reach the 
new level of money supply and the money market could 
find the balance again (Rao and Kumar, 2008). The 
determinants and the stability of money demand play a 
crucial role in constructing efficient monetary policies for 
the market. Effective monetary policies can be made with 
the help of a stable and predictable money demand.  
With the expectation of stable money demand function, 
the policy makers considered monetary targeting as a 
successful strategy to attain price stability. However, the 
experiences of developed countries that pursued 
monetary targeting policy reveal the money demand 
function is not as stable as expected. Particularly, 
diversifying the financial instruments, increasing  financial  
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liberalization, regulatory changes in the banking sector 
and technological innovations related to the electronical 
payments required to reconsider the stability of money 
demand after the end of 1980s (Tumturk, 2017). In some 
countries the fundamental changes occurred in financial 
markets have affected the existence of stable relationship 
between the goal variables and targeted aggregate. 
Hence, the monetary authorities have reviewed the 
money demand function as “unstable” in the 
corresponding countries.  

Emerging countries are not independent from the 
countries in which all these fundamental changes 
occurred in the financial markets. As Li (2014) states 
before the 1978 economic reform in China nearly all 
financial institutions combined into the People‟s Bank of 
China (PBC), which served as the administration 
headquarter as well as the business center of China‟s 
financial and banking system. PBC had exclusively 
controlled the money supply and also served as 
government treasury. However, in 1978 Chinese 
Communist Party reformed the structure focusing on a 
shift from “class struggle” to “economic development.” In 
the second half of 1980s, the PBC was transformed into 
the Central Bank of China to carry out monetary policy 
independently. The exclusive functions of the banking 
system as both administrative and commercial were 
finally separated. In the 1990s, the reform focused on 
creating an efficient banking system to formulate and 
implement monetary policy and issue loans being free 
from the control of the political orders.  

Financial reforms have been implemented globally from 
the early 1980s although it is not able to state that all 
countries implemented these reforms with the same 
speed and at the same time (Rao and Kumar, 2008). 
India also implemented financial reforms in 1980s (Rao 
and Kumar, 2008; Singh and Pandey, 2009) where 
income elasticity has declined from 1.29 to 1.02 and the 
coefficient of interest rate, which was insignificant during 
1970-1985 has become significant during 1985 – 2005 
(Rao and Kumar, 2008). In 1990s Turkish financial 
markets also practiced deregulation and financial 
liberalization (Tumturk, 2017).     

South Africa adopted the money market-oriented 
monetary policy measures in 1980s (Nell, 1999). In 2000 
the country adopted an official inflation-targeting 
framework eliminating the monetary policy framework of 
setting predetermined targets for broad money (M3). 
However, this official monetary framework does not 
necessarily understate the significance of money in the 
formulation of an effective policy strategy, as long as 
stable money demand function exists and also the 
appropriate monetary aggregate (M3) comprises 
information about the future price changes (Nell, 2003). 
Stability of money demand function is a fundamental 
concept in macroeconomics as the appropriate design of 
the monetary policy is contingent upon the presence of 
stable   money    demand   function  (Tumturk,  2017). An  
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important question to be raised is “Have the money 
demands been stable in the emerging countries?”  

Several empirical researches have been carried out on 
money demand function in emerging countries based on 
the country specific data over the past few decades using 
various approaches. According to Hurn and Muscatelli 
(1992), some previous studies on money demand 
function using different approaches show that the 
function was stable over time. However, these studies fail 
to appropriately describe the existence of long-run 
relationship between money demand and its 
determinants. As Diu and Donald (2010) explain the 
estimates of money demand functions with various 
specifications fail to reveal a stable money demand 
function in several countries due to the structural 
changes like deregulation and financial innovations. The 
purpose of this study is therefore to address the question 
of which form of money demand function is appropriate 
for empirical work in emerging countries, and to 
determine whether or not the long-run cointegration 
exists between money demand and its determinants. 
Estimation of the appropriate functional form is crucial 
since the stability of money demand is contingent upon 
the established functional form.  

This study contributes to the literature in determining 
the appropriate money demand function for emerging 
countries using both static and dynamic panel models. In 
addition, with time series analysis this study examines 
the stability of money demand function for group-specific 
countries using cumulative sum (CUSUM) and cumulative 
sum of square (CUSUMSQ) tests for the specified money 
demand function. The aim of CUSUM and CUSUMSQ 
tests is to find out whether the fundamental changes in 
financial market structure have compromised the stability 
of money demand function and changed the consistency 
of estimated coefficients. Hence, this study contributes to 
the literature on the determination of the stability of 
money demand function in emerging countries: Brazil, 
China, India, Indonesia, South Africa and Turkey using 
time series and panel approaches. The remaining part of 
the article is organized as follows. Section two presents 
some reviews of theoretical and empirical literature on 
the stability of money demand function. With the aim of 
determining stable money demand, this section reviews 
the empirical literature on most widely used models 
(cointegration and error correction modeling) and the 
application of CUSUM and CUSUMSQ tests. Section 
three elaborates the methodology followed in the 
investigation of the stability of money demand function. 
This section briefly describes the error correction model 
and cumulative sum test. Section four analyses the 
results of static panel approach with random effect 
method and dynamic panels with pooled mean group on 
the determinants of money demand function. This section 
also investigates the cointegration and stability of money 
demand function across countries: Brazil, China, India, 
Indonesia,   South   Africa   and   Turkey  using  the  error  

 
 
 
 
correction models and stability diagnostic tests: CUSUM 
and CUSUMSQ tests. Finally, conclusions are provided 
based on the results of this specific study.  
 
 
LITERATURE REVIEW  
 
Demand for money has become temporarily unstable in 
developed countries after the financial reforms (Rao and 
Kumar, 2008). This is attributed to the effects of 
deregulation of the financial markets which has increased 
competition in the financial markets, created additional 
money substitutes, increased use of credit cards and 
electronic money transfers, increased liquidity of the fixed 
deposits and induced higher international capital mobility 
(Rao and Kumar, 2008; Diu and Donald, 2010). On 
monetary policy aspect, it forced many industrial 
countries to shift from the monetary aggregate targeting 
to inflation targeting policy framework. However, recently 
this view has changed as many empirical findings with 
various data definitions and econometric methodology 
have confirmed stable money demand function. 
According to Bahmani-Oskooee and Rehman (2005), 
money demand function in many Asian countries of 
developing economies is stable, in which case Central 
Banks target on money supply. It is necessary to 
investigate whether money demand function is stable or 
not since targeting on the interest-rate is inappropriate in 
the existence of stable demand for money (Rao and 
Kumar, 2008). This implies that stability of money 
demand function has implication on the choice of 
monetary policy instruments.     
 
 
The stability of money demand function   
 
Estimating a stable money demand function is essential 
for the Central Banks with respect to their targets on 
sustainable growth and price stability. Using panel data, 
Rao and Kumar (2008) find long-run relationship between 
money demand and the determinants: GDP and interest-
rate for the selected Asian countries. In the study of 
comparing backward and forward looking approaches to 
modeling money demand in Turkey, the analysis of M2 
broad money demand for the period 1980:Q1-1991:Q2 
with quarterly data confirms that inflationary expectation 
is the most dominant factor affecting money demand. 
This implies that the expectations of economic agents 
adjust the inflation rate extensively, which allows them to 
put away inflation tax by reducing their monetary holdings 
(Saatcioglu and Korap, 2005). 

Tumturk (2017) states that provided the average 
economic growth rate and nominal interest rate, monetary 
growth rate can be adjusted conformable with the price 
stability. Such adjustment is possible on condition of 
strong and stable relationship between inflation and 
targeted monetary aggregate. However, in the absence of 



 
 
 
 
strong and stable association between inflation and the 
targeted monetary aggregates, targeting on monetary 
aggregate is not applicable as experienced by a number 
of industrial countries. In other words, the weak and 
unstable relationship fails to give the anticipated outcome 
on inflation, and no longer will the targeted monetary 
aggregate provide a reasonable indication about the 
viewpoint of monetary policy (Mishkin, 1998). In Vietnam 
the empirical studies were carried out on the 
determinants of demand for money within the context of 
dollarization and underdeveloped financial markets, 
where the US dollar provides a substitute for the local 
currency. The findings reveal the cointegrating 
relationships among the variables: money-demand, 
output, real price stock and foreign interest rate. In 
addition, real money demand is sensitive to inflation. In 
this country the demand for real money was found to be 
stable over the period 1999 – 2009, and this is a vital 
foundation for the implementation of the appropriate 
monetary policy (Diu and Donald, 2010).  

In Turkey, the bound test is applied in combination with 
CUSUMSQ test to analyze the stability of broad money 
demand with quarterly data over the period 1985:Q4-
2006:Q4. The findings indicate the existence of stable 
association between money demand (M2) and the 
determinants: real-income, interest-rate and exchange-
rate (Tumturk, 2017). Investigating the money demand 
function over the period 1989:Q1-2010:Q4, Gencer and 
Arisoy (2013) reveal the existence of long-run 
relationship between real-money demand and the 
determinants: real-income, exchange-rate, inflation and 
interest-rate in the Turkish economy. The findings show 
positive effect of real-income and exchange-rate on real-
money demand while interest-rate and inflation negatively 
influence the real-money demand.   

In the investigation of a stable long-run equilibrium 
association between money demand (M2) and the 
determinants: real-income, interest-rate, exchange-rate 
and inflation, Niyimbanira (2013) finds stable money 
demand function, and concludes effective monetary 
policy in South Africa based on results of the Error 
Correction model (ECM). In the determination of the 
stability of M3 money demand in South Africa, Nell (2003) 
finds stable money demand function over the period 1968 
– 1997. In the analysis of the stability of the money 
demand function with a VAR-based approach in South 
Africa, Kapingura (2014) reveals the existence of 
cointegration between money-demand function and its 
determinants over the period 1994-2012 with quarterly 
data.  
 
 

Cumulative sum and cumulative sum of square tests 
for stability  
 
Many studies interpret the cointegration of monetary 
aggregate with income and interest-rate as a sign of 
stable demand for money.  However,  cointegration  does  
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not necessarily imply reliability of estimated coefficients. 
According to Bahman-Oskooee and Wang (2007), there 
are cases where the variables included in money demand 
function become cointegrated while the estimated money 
demand function remains unstable. This implies that 
cointegration is not sufficient for stability, and therefore it 
is necessary to test the stability of the specified money 
demand function using cumulative sum (CUSUM) of 
recursive residuals and cumulative sum of squares of 
recursive residuals (CUSUMSQ) tests to effectively 
determine whether or not the long-run and short-run 
estimated elasticities are stable over the specified time 
period.  

The CUSUM test determines whether the coefficients 
of the money demand function are changing 
systematically while CUSUMSQ investigates the 
presence of abrupt change with the null hypothesis of 
parameters are stable. The CUSUM can also reveal 
structural changes. If the CUSUM crosses the red line, 
this is evidence against structural stability of the specified 
model. That means if the blue line crosses the red lines 
of 5% significance level, the null hypothesis of stable 
parameters is rejected. A test with a 5% significance level 
rejects the stability of the parameters if        crosses 

the lines       *√    
 (   )

√   
+, where K is the number 

of explanatory variables in the restricted, stable model,   

runs from some small value    to T, and T is sample size 
(Granger and Terasvirta, 1993). This test is designed to 
detect a nonzero mean of the recursive residuals due to 
shifts in the model parameters. The test may not have 
much power if there are various shifts that may 
compensate their impacts on the means of the recursive 
residuals. In that case, the CUSUMSQ may be more 
informative. If          crosses the lines given 
by    (   ) (   ), a structural instability is 
diagnosed, where the constant c depends on the desired 
significance level, the sample size T, and the number of 
regressors in the model (Lutkepohl and Kratzig, 2004). 
Suitable values of c are described in table form in 
Johnston (1984).     

Kjosevski (2013) states that the CUSUM test is applied 
to perceive the existence of systematic changes in the 
coefficients, while the CUSUMSQ test detects the 
deviation from the steadiness of the parameters is 
sudden and unexpected. This implies that the cumulative 
sum of square provides a useful complement to the 
cumulative sum test, particularly when the departure from 
constancy of   

   is random rather than systematic. Since 

a well-defined and stable money demand function helps 
central banks to achieve their objectives with a money 
targeting or an interest rate targeting mechanism, the 
researchers commonly apply the CUSUM and CUSUMSQ 
tests to examine the stability of money demand function 
(Diu and Donald, 2010).  

Nduka et al. (2013) apply CUSUM and CUSUMSQ 
tests to investigate the existence of stable demand for 
money in Nigeria. The  cointegration and stability findings 
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confirm the existence of stable and long-run association 
between money demand and its determinants. The 
empirical findings reveal income and foreign-interest-rate 
influence the money demand positively while domestic-
real-interest-rate, inflation-rate, and exchange-rate affect 
the money demand negatively. Okonkwo et al. (2014) 
explain that money demand function in Nigeria is stable 
as confirmed by CUSUM and CUSUMSQ tests. The 
coefficient of error correction term is negative and 
significant confirming the deviation from the equilibrium is 
adjusted towards the equilibrium.  
 
 
METHODOLOGY  
 
Money demand functions of the emerging countries were 
investigated using both time series and panel data. The advantage 
of using time series over cross section data can be explained as the 
ability of investigating the dynamic relationships of the variables 
where the time series provide sufficient information about the earlier 
time period (Abonazel, 2016). The advantage of panel datasets 
over the individual time series includes the capability of controlling 
the unobserved heterogeneity in individuals/countries and 
increasing the degree of freedom for stable parameter estimation 
(Mitic et al., 2017). In other words, panel data do not only increase 
the total number of observations and their variation but also reduce 
the noise coming from the individual time series. Hence, 
heteroscedasticity is not an issue in panel data analysis.  

In panel data analysis both the static panel and dynamic panel 
variants were considered for the investigation of the stability of 
money demand function. Static panel considers only exogenous 
variables as explanatory variables, while the dynamic panel 
variations include the lagged dependent variables as additional 
explanatory variables.  
 

 
Static panel data model 

 
For static panel analysis, there are three types of models: pooled 
model, fixed effect model, and random effect model. The pooled 
model specifies constant coefficients, which is the usual 
assumption for cross sectional analysis. Since the pooled model is 
the most restrictive static panel data model, it is not widely used in 
the literature. We assume that there is unobserved heterogeneity 

across countries captured by     The main question is whether the 
country-specific effects,   , are correlated with the regressors. The 
fixed effect model allows the country-specific effects,   , to be 
correlated with the regressors. Whereas, the random effect model 
assumes that the country-specific effects,   , are distributed 
independently of the regressors. In such case    are included in the 
error term,    . To determine the appropriate model for this static 
panel analysis, pFtest and the Hausman test were applied. The 
pFtest was performed to select the appropriate estimate between 
pooled model and fixed effect model. The hypothesis of pFtest can 
be stated as: 
 

H0: Pooled OLS method is consistent  
H1: Fixed effect model is consistent   
 

This test confirmed that fixed effect method was the appropriate 
model over the pooled OLS estimate. Then, fixed effect model and 
random effect model were compared using the Hausman test 
statistic, which is described as: 
 

  ( ̂    ̂  )
 
(  𝑟( ̂  )    𝑟( ̂  ))

  
( ̂    ̂  )                 (1) 

 
 
 
 
The hypothesis of the Hausman test can be described as: 
 
H0: Random effect model is consistent 
H1: Fixed effect model is consistent  
 
The Hausman test statistic follows a chi-squared distribution with 
degrees of freedom equal to the number of parameters for time-
varying explanatory variables in the model. Since the Hausman test 
was insignificant, i.e. p-value = 0.9938, which was greater than 5%, 
the random effect method was chosen as the consistent model for 
the static panel analysis of money demand function. Random effect 
model is an OLS estimation of the transformed model. The model 
can be stated as: 
 

               (2)    
     
Where, 

 

 
The number of observations is NT, where N = number of countries 
under the study, which is 6; and T = time series from 1987 to 2018, 

which is 32. So, NT = 6 32= 192.  ̂    corresponds to pooled OLS 

and  ̂    corresponds to the within (fixed effects) estimates. The 
random effect estimate is a weighted average of the between and 
within estimates.  
 
 
Durbin-Watson test for serial correlation 
 
To detect the existence of serial correlation in the panel model, 
Durbin-Watson test was applied with the hypothesis: 
 
H0: there is no serial correlation in the residual generated from 
random effect method 
H1:  there is serial correlation in the residual. 
 
 
Breusch-pagan test for homoscedasticity 
 
Breusch-Pagan test was employed to examine whether the data set 
was homoscedastic or heteroscedastic, the hypothesis of which can 
be descried as: 
 
H0: there is homoscedasticity in the data set 
H1:  there is heteroscedasticity in the data set 
 
 
Controlling heteroscedasticity and autocorrelation of panel 
data 
 
Since both Durbin-Watson test and Breusch-Pagan test confirmed 
the serial correlation and heteroscedasticity in the data set, the 
heteroscedasticity and autocorrelation were controlled using 
“arellano” method, which is used to make the standard-error robust 
in the presence of heteroscedasticity and autocorrelation problem.  
 
 
Cross sectional dependence in panels 
 
According to Baltagi (2001), cross-sectional dependence is a 
problem of macro panel with long time series. To detect the cross 
sectional dependence in the panel data set, Breusch-Pagan LM test 
was used with the hypothesis: 

𝑦𝑖𝑡   ̂𝑦 𝑖 = (1   ̂)𝜇 + (𝑥𝑖𝑡   ̂𝑥 𝑖)
′
 +  𝑖𝑡              

 𝑖𝑡 = (1   ̂) 𝑖𝑡 + (𝑒𝑖𝑡   ̂𝑒 𝑖);   = 1  
𝛿𝑒

  𝛿 
2 +𝛿𝑒

2
  

                                𝑖 = 1, … , 𝑁;  𝑡 = 1,2, … ,  .   



 
 
 
 
H0: there is no cross sectional dependence  
H1:  there is cross sectional dependence in panels  
 
Since the Breusch-Pagan LM test revealed the cross sectional 
dependence in the panel data set, Feasible Generalized Least 
Square (FGLS) was applied for controlling the cross sectional 
dependence. FGLS is sometimes called Estimated Generalized 
Least Square (EGLS). Panel EGLS (cross-section random effects), 
(Appendix A) is better estimates than Panel Corrected Standard 
Error (PCSE) in controlling cross sectional dependence when the 
time series (T) is greater than number of cross section (N). 
Whereas, PCSE is applied when N > T to control the cross 
sectional dependence.  
 
 
DYNAMIC PANEL DATA MODEL         
 
Specification of the panel ARDL model 
 
The generalized panel ARDL (p,q,q,…,q) model can be specified 
as: 

               (3) 
 
Where 𝑦   is the dependent variable, (   

 )  is a K 1 vector that are 

allowed to be purely I(0) or I(1) or cointegrated; 𝛿  is the coefficient 
of the lagged dependent variable called scalars;     are K 1 

coefficient vectors;    is the unit-specified fixed effects; 𝑖  
  …  𝑁 𝑡      …    𝑝 𝑞 are optimal lag orders; 𝑒   is the error term.  

The re-parameterized ARDL (p, q, q, …, q) error correction model 
is specified as: 

 

                             (4) 
Notes: 
    =  (  𝛿 ), group-specific speed of adjustment coefficient 
(expected that    < 0) 
   

  = vector of long-run relationships 

 ECT = [𝑦        
     ], the error correction term 

        
  are the short-run dynamic coefficients.    

The panel ARDL (p, q, q, q, q) with the variables: Broad-money, 
GDP, Exchange-rate, Real-interest-rate, and Inflation can be 
specified as:   
 

           
  
 ∑   

 

              
   - 
 ∑  

   

 

         -   

∑ 
   

 

   

        
     
 ∑ 

   

 

   

          ∑ 
   

 

   

                

 

     

                         (5)  
 
 
Panel unit root test 

 
Panel unit root tests can be categorized as “first generation” or 
“second generation”. The most notable tests of the first generation 
unit root tests are the Levin-Lin-Chu test (LLC) and the Im-Pesaran-
Shin test (IPS). The assumption for using Im-Pesaran-Shin (IPS) in 
Panel Unit Root testing is Heterogeneous slopes; whereas, for 
using Levin-Li-Chu (LLC) is homogenous slopes. Basically, these 
tests are extensions of the traditional augmented Dickey-Fuller 
(ADF) unit root test for univariate time series modelling, under the 
very restrictive assumption of individual cross-sectional 
independency (Mitic et al., 2017). The LLC test estimates ADF 
regression on the  pooled  panel  data  by  the  OLS,  assuming  the  
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same auto-regressive process across individuals, which is an 
additional restriction. Under the assumption of common unit root, 
the LLC test is testing the null Ho:        for all 𝑖  against the 
alternative H1 :        for all 𝑖. The IPS test relaxes the latter 
assumption, allowing the possibility of varying autoregressive 
processes across individuals, and therefore uses the group-mean 
of individual t-statistics in statistical inference. 
  

                                                    (6) 
 

Where 𝑡   (       …      
) denotes the t-statistic for testing the unit 

root in the 𝑖th individual process (lag order Pi is typically selected 
according to some info criterion). Accordingly, 𝑡    is used to test 

null Ho:         against the alternative H1:  𝑖  *  …  𝑁+      .  
 
 
Hausman (1978) test for selection of the appropriate estimator  
 
For the analysis of money demand function using dynamic panel 
data model, the Hausman test was performed to identify the 
efficient estimator among the estimators: Pooled Mean Group 
(PMG), Mean Group (MG), and Dynamic Fixed Effect (DFE). The 
hypothesis of the Hausman test can be described as follows.  
 
(i) To determine the appropriate estimator between Mean Group 
(MG) and Pooled Mean Group (PMG), the null hypothesis of 
homogeneity can be described as:   
 
H0: PMG is the most efficient estimate 
H1: MG is the most efficient estimate  
 
The p-value (0.2100) is greater than 5%, and we fail to reject the 
null hypothesis. Hence, the model supports the PMG estimator.  
(ii) After finding that PMG was the appropriate estimator in 
comparison to MG, Hausman test was again performed to identify a 
suitable estimator comparing PMG with DFE. The hypothesis of 
Hausman test can be stated as: 
 
H0: PMG is the most efficient estimate 
H1: DFE is the most efficient estimate      
 
The p-value (0.9986) is greater than 5%. So, we fail to reject the 
null hypothesis. Since the Hausman test confirmed the PMG as the 
most efficient estimate compared to MG and DFE, the dynamic 
panel analysis of money demand function was based on the PMG 
estimator, which was proposed by Pesaran et al. (1999). PMG is an 
intermediate estimator between MG and DFE. It allows the 
intercepts, short-run coefficients, and error variances to differ freely 
across groups, i.e. all these are heterogeneous. The PMG 
estimators are consistent and efficient under the assumption of 
long-run slope homogeneity. That means long-run coefficients are 
homogenous. In other words, PMG constrains the long-run 
coefficients to be identical, but allows the short-run coefficients and 
error variances to differ across groups. PMG generates consistent 
estimates of the mean of short-run coefficients by taking the sample 
average of individual unit coefficients.       
 
 
Autoregressive Distributed Lag (ARDL) model for time series 
analysis  
 

To investigate the stability of money demand function in each 
country of the panel members, the ARDL model was employed 
based on the results of the unit root test where some variables were 
integrated  of  order  one, I(1),  while   some   other   variables  were  
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stationary at level, that is, I(0). The ARDL model can be specified 
as: 
 

               
                  (7) 
 
Where,  ∑    𝑦   

 
    ∑ 𝛿  𝑥   

 
    is short-run, and   𝑦    

  𝑥     is long-run;      𝛿  are short-run coefficients;         are 
ARDL long-run coefficients; 𝜇  is disturbance (white noise) term. 

 
 
Cumulative sum (CUSUM) test 
 

The familiar Brown-Durbin-Evans (1975) CUSUM test for structural 
change in the linear regression model can be explained as:   
 

 
 

where 𝑦  is the dependent variable, 𝑥  (  𝑥   …  𝑥  )  is a K x 1 
vector of independent variables (including a constant), such that 

       
 

 
∑ 𝑥 

 
   𝑥 

    

 

For some finite and nonsingular K x K matrix R, the   ‟s are 
𝑖 𝑖   (    ) disturbances (not necessarily normal), and   is a K x 1 
vector of regression coefficients.  The null hypothesis under this 
test is that this vector remains constant over time. The standard 
CUSUM test is based on recursive residuals (standardized forecast 
errors) 
 

 
where 
 

 
 

is the OLS estimate for   from the first t-1 observation (t = K + 1, …, 

T; which is tacitly assumed that ∑ 𝑥 𝑥 
  

    has rank K) and where  
 

 
 

It rejects the null hypothesis of parameter constancy for large value 
of 
 
 

 
 

where  ( )(𝑧)  
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             𝑧     is the cumulative 

sum of the first z(T – K) recursive residuals, and where  

 

 
 
 
 
Source of data and description of variables 
 
The study of money demand function was based on the annual 
data of period 1987 to 2018. The data were obtained from World 
Bank except the interest-rate data for Turkey which was obtained 
from Federal Reserve Economic Data (FRED). The classical 
quantity theory of Fisher describes income as the only determinant 
of money demand while other economists including Keynes, Tobin 
and Friedman explain the money demand function considering 
additional determinants: interest-rates, the return on physical 
goods, and bond and equity returns (Diu and Donald, 2010). Sichei 
and Kamau (2012) state that money demand functions can be 
effectively determined by including more determinants into the 
specification rather than the traditional specification. Hence, many 
variables were considered for efficient specification of money 
demand function for the emerging countries. The data for Money-
demand and GDP were in natural logarithmic form; whereas, real 
interest rate, exchange rate and inflation were in percentages.   
 
 
Money demand  
 
it stands for broad money demand. Broad money was chosen to be 
dependent variable. It was measured in constant US dollar. The 
term broad money is used to describe M2, M3 or M4, depending on 
the local practice. The exact definitions of the three measures 
depend on the country. In China broad money M2 refers to the 
entire stock of liquid assets in an economy, such as cash and 
current account deposits, as well as “near money” indicators that 
are less liquid, such as savings deposits. According to Hurn and 
Muscatelli (1992), M3 is the highest money balance in South 
African monetary policy targets. M3 includes M2 plus longer-term 
time deposits and money market funds with more than 24-hour 
maturity. M4 includes M3 plus other deposits. Broad money is 
superior to narrow money in macroeconomic analysis. M0 and M1, 
also called narrow money, normally include coins and notes in 
circulation and other money equivalents that are easily convertible 
into cash.  
 
 
Gross domestic product (GDP) 
 
It stands for real income which was measured as GDP at constant 
prices. As Tumturk (2017) explains theoretically the sign of the 
income elasticity of money demand is expected to be positive. Hurn 
and Muscatelli (1992) also found positive relationship between GPD 
and real M3. Therefore, the sign for real GDP was expected to be 
positive. 
 
 
Exchange 
 
It stands for exchange rate. According to Kjosevski and Petkovski 
(2017), exchange rate plays a vital role in explaining money 
demand. Namely, during periods of high inflation, countries might 
experience a partial replacement of domestic with foreign 
currencies, either as a store of value or as a medium of exchange. 
According to Bitrus (2011), the return on the holdings of foreign 
assets is influenced by the expectation of exchange rate 
movements. That means depreciation of the domestic currency 
relative to foreign currencies would lead to a rise in the return on 
foreign assets to domestic holders and vice versa. Some findings 
state that when the exchange rate increases, the demand for 
money decreases. In such a case the exchange rate is inversely 
related to the demand for money while others including Gencer and 
Arisoy (2013) and Diu and Donald (2010) attach positive sign for 
exchange rate in relation to money demand. Hence, the sign for this 
variable was indeterminate a priori. 
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Table 1. pF test for individual effects. 
 

H0: Pooled OLS method is consistent 

H1: Fixed effect model is consistent  

pF test (Fixed method, pooled method) 

data: Money demand ~ GDP + Exchange + Real + inflation 

F = 74.441, df1 = 5, df2 = 182, p-value < 2.2e-16 

alternative hypothesis: significant effects  

 
 
 

Table 2. Hausman test between fixed method and random method. 
   

H0: Random effect model is consistent 

H1: Fixed effect model is consistent  

Ph test (Fixedmethod,Random) 

Hausman Test 

data:  Moneydemand ~ GDP + Exchange + Real + Inflation 

chisq = 0.23072, df = 4, p-value = 0.9938 

alternative hypothesis: one model is inconsistent 

 
 
 
Real 
 
It stands for real interest rate. Keynesians highlight the negative 
sign of interest rates with the significant effect on money demand 
(Diu and Donald, 2010). Zuo and Park (2011) also find negative 
effect of real interest rate on money demand in China. The sign for 
this variable was therefore expected to be negative.  

 
 
Inflation 
 
A priori expectation for the coefficient of inflation was negative. Diu 
and Donald (2010) find inflation to be negative in determining the 
demand for money in Vietnam. Niyimbanira (2013) states that many 
empirical findings in South Africa reveal negative effect of inflation 
on real money demand.  

 
 
RESULTS AND DISCUSSION 
 
This study investigates the determinants and stability of 
money demand in emerging countries with the annual 
data of period 1987 to 2018. The random effect model 
was employed to determine the factors that affect money 
demand in emerging countries with the static panel 
analysis. The ARDL models were applied to investigate 
money demand function with dynamic panel approach 
and time series analysis. The stability test was performed 
for each country using cumulative sum of recursive 
residuals (CUSUM) and cumulative sum of squares of 
recursive residuals (CUSUMSQ) tests.     
 
 
Static panel analysis 
 
For static panel analysis, random effect model was found 
to be an appropriate  model  compared  to  pooled  model 

and Fixed effect model based on the pFtest and 
Hausman test. The null hypothesis of “pooled OLS 
method is consistent” was rejected following the p-value 
(0.0000), which is less than 5% (Table 1). This test 
supports the Fixed effect model rejecting the pooled 
model. 

Once the pFtest confirmed the fixed effect method as 
an appropriate model, this method was again compared 
with the random effect method using the Hausman test to 
investigate whether fixed effect method would be 
preferred to random effect method. However, the 
Hausman test supported the random effect as a 
consistent method since the p-value (0.9938) was greater 
than 5% (Table 2). So, the null hypothesis of “random 
effect model is consistent” was not rejected by the 
Hausman test. With static panel approach, money 
demand of emerging countries was, therefore, analyzed 
using the random effect method. The findings reflect that 
money demand in emerging countries is positively 
influenced by real income while exchange rate and real 
interest rate affect money demand negatively (Equation 
8).  

 

 
               (8)   
 
Real-income and exchange-rate are significant at 1% 
significance level while real-interest-rate is significant at 
5% significance level. The findings reflect that a 1% 
increase in real income results in 1.44% increase in 
money demand in emerging countries. The exchange-
rate and real-interest-rate negatively affect the money 
demand but the magnitudes are small, which are 0.00004%  

 𝑜𝑛𝑒𝑦 𝑒𝑚 𝑛 =
    

   12.664   + 1.4443𝐺𝐷   0.00004𝐸𝑥 𝑕 𝑛𝑔𝑒   0.00214 𝑒 𝑙 + 0.000047𝑖𝑛𝑓𝑙 𝑡𝑖𝑜𝑛

  (0.7861)∗∗∗      (0.0279)∗∗∗      (0.00001)∗∗∗                   (0.0011)∗∗          (0.000048)             
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Table 3. Durbin-Watson test for serial correlation in static panel model.  
 

H0: There is no serial correlation in the residual (generated from "random effect method").  

Command: pdw test (Moneydemand ~ GDP + Exchange + Real + Inflation,          

data = Panel_Data, model = "random") 

Durbin-Watson test for serial correlation in panel models 

data: Moneydemand ~ GDP + Exchange + Real + Inflation 

DW = 0.98322, p-value = 1.369e-13 

alternative hypothesis: serial correlation in idiosyncratic errors   

 
 
 

Table 4. Homoscedasticity test using Breusch-Pagan test. 
 

Ho: there is homoscedasticity 

bptest(Moneydemand ~ GDP + Exchange + Real + Inflation,                  

data = pdata_bptest, studentize = F) 

Breusch-Pagan test  

data:  Moneydemand ~ GDP + Exchange + Real + Inflation 

BP = 26.127, df = 4, p-value = 2.983e-05  

 
 
 

Table 5. Arellano method for controlling autocorrelation and heteroscedasticity. 
  

Random_method = plm(Moneydemand ~ GDP + Exchange + Real + Inflation,       data = pdata, model = "random")   

coeftest (Random_method,vcovHC (Random_method, method = "arellano")) 

 

t test of coefficients: 

                        Estimate        Std. Error       t value       Pr(>|t|)     

(Intercept)    -1.2664e+01     1.3043e+00     -9.7092      <2e-16 *** 

GDP              1.4443e+00     4.5251e-02      31.9163      <2e-16 *** 

Exchange     -4.0277e-05     4.1232e-06      -9.7684       <2e-16 *** 

Real              -2.1384e-03     3.1487e-03     -0.6791        0.4979     

Inflation          4.7067e-05     4.6688e-05      1.0081         0.3147     
 

 

 Signif. codes:  „***‟ 0.001 „**‟ 0.01  „*‟ 0.05  „.‟ 0.1  „ ‟ 1     

 
 
 
and 0.00213% change on money demand for 1% 
changes in exchange-rate and real-interest-rate, 
respectively.    

Most of the time in static panel data model the serial 
correlation problem is experienced due to 
misspecification by including only exogenous variables as 
the explanatory variables in money demand function. The 
serial correlation problem was checked by Durbin-
Watson (DW) test. The null hypothesis of DW test is no 
serial correlation in the residual generated from random 
effect method. Since the p-value (0.0000) is less than 
5%, we reject the null hypothesis of no serial correlation 
in favor of the alternative hypothesis that the model 
specification is serially correlated (Table 3).  The random 
effect method was also checked for the heteroscedasticity 
of the data set using Breusch-Pagan test. The null 
hypothesis of the Breusch-Pagan test is that there is 

homoscedasticity in the data set. Since the p-value 
(0.0000) of the test is less than 5%, the null hypothesis of 
homoscedasticity is rejected in favor of the alternative 
hypothesis of heteroscedasticity in the data set (Table 4). 

Durbin-Watson test for serial correlation and Breusch-
Pagan test for heteroscedasticity confirmed that the static 
panel data model was suffering from both serial 
correlation and heteroscedasticity problem. To control the 
autocorrelation and heteroscedasticity of panel data, 
Arellano method was applied to make the standard error 
robust (Table 5). The results of Arellano method reflect 
that GDP and exchange rate are significant at 1%. 
However, real interest rate is found to be insignificant 
after controlling the heteroscedasticity and autocorrelation 
of the panel data. Similar to serial correlation in time 
series, cross-sectional dependence reduces the efficiency 
of least squares estimators, and invalidates conventional  
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Table 6. Breusch-Pagan LM test for cross-sectional dependence in 
panels. 
         

H0: there is no cross sectional dependence  

pcdtest(Random_method, test = c("lm"))  

 

      Breusch-Pagan LM test for cross-sectional dependence in panels 

data:  Moneydemand ~ GDP + Exchange + Real + Inflation 

chisq = 62.125, df = 15, p-value = 1.083e-07 

alternative hypothesis: cross-sectional dependence 

 
 
 
t-tests and F-tests which use standard variance-
covariance (Baltagi et al., 2012; Kao and Liu, 2014). To 
detect the cross sectional dependence, the standard 
Breusch-Pagan LM test is applied when the number of 
cross-section (N) is less than the number of time periods 
(T) (Baltagi et al., 2012). The null hypothesis of the 
Breusch-Pagan LM test for cross-sectional dependence 
in panels can be stated as there is no cross-sectional 
dependence in the panels. The p-value (0.0000) of the 
test indicates the presence of the cross-sectional 
dependence (Table 6). 

Cross sectional dependence can be corrected using 
Feasible Generalized Least Square (FGLS) and Panel 
Corrected Standard Error (PCSE). FGLS is preferred to 
PCSE when the time period (T) is greater than the cross 
section (N) in correcting the problem of cross sectional 
dependence. Whereas, PCSE is used when the cross 
section (N) is greater than the number of time series (T). 
Since the number of time series (T) of this study was 
greater than the number of cross section (Appendix B), 
the cross sectional dependence was corrected using the 
FGLS. FGLS is sometimes called Estimated Generalized 
Least Square (EGLS). Equation 9, in which cross section 
dependence is controlled by using FGLS, reflects that 
GDP influences money demand positively while 
exchange rate and real interest rate possess negative 
impact on money demand in emerging countries.   
 

                                                                                                                
                                                                                   (9)

 

 

***
significant at 1%, 

**
significant at 5%.  

 
 
Dynamic panel analysis for money demand function  
 

Most of static panel models in applied econometrics 
literatures are likely to be misspecified since the within-
group error terms are serially correlated, which invalidate 
both point estimates and statistical inferences. That 
means some relevant information is left in the error term 
that would have been part of the model. In such case, the 
solution might not be to fix the problem by estimating with 

robust standard error rather specifying and estimating a 
dynamic model. The dynamic models tend to be correctly 
specified as the dynamics are in the estimated part of the 
model removing the relevant information from the error 
terms, which invalidate the static fixed effect/random 
effect estimation. Dynamic models provide more 
economic information by virtue of being able to 
distinguish short-run and long-run effects of independent 
variables on the dependent variable through error 
correction modelling. The core point of a dynamic panel 
is including lagged dependent variable, which introduces 
the history into the model by encompassing the effects of 
the entire time path of the independent variable(s). To 
explain more intuitively, consider simple dynamic model: 
 

                                 (10)      
 
Substitute for 𝑦        𝑦          𝑒    in equation 

(10). Again substitute for 𝑦        𝑦          𝑒   , 
and so on. In doing so, it can be realized that the 
influence of the lagged dependent variable tends towards 
zero while the influence of the independent variable 
increases by way of increasingly complex compound 
coefficient. The economic intuition to the algebra is that 
“history matters”, i.e. the dependent variable (Y) is 
influenced not only by the current value of the 
independent variable (  ) but also by values of the 

independent variable in the past (         , and so on). 
Consequently, in a dynamic model, the estimated 
coefficient on the current value of the independent 
variable (  ) measures only the short-run effect of X on Y. 
The long-run effect is larger as it considers both the 
current and the lagged effects of X on Y. 

Dynamic panels can be analyzed using Fully Modified 
Ordinary Least Squares (FMOLS), Dynamic Ordinary 
Least Squares (DOLS), Pooled Mean Group (PMG), 
Mean Group (MG), and Dynamic Fixed Effect (DFE) 
models. FMOLS and DOLS are used when all the 
variables are integrated of order one,  ( ); whereas, 
PMG, MG, and DFE models are used when the variables 
are integrated of combination of  ( ) and  ( ), that is, 
some variables are stationary at level while some other 
variables are integrated of order one,  ( ). The  panel unit 

 𝑜𝑛𝑒𝑦 𝑒𝑚 𝑛 =
    

 12.6642   +  1.4443𝐺𝐷  0.00004𝐸𝑥 𝑕 𝑛𝑔𝑒   0.00214 𝑒 𝑙 + 0.000047𝐼𝑛𝑓𝑙 𝑡𝑖𝑜𝑛

  (0.5413)∗∗∗     (0.0188)∗∗∗       (0.00001)∗∗∗                   (0.0012)∗∗          (0.000086)             
 

        𝑦𝑡 =  𝑜 +  𝑦𝑡 1 +   𝑡 + 𝑒𝑡      
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Table 7. Hausman test for appropriate model selection between MG and PMG. 
 

hausman mg pmg, sigmamore 

 

                        ---- Coefficients ---- 

                |          (b)                  (B)                 (b-B)           qrt(diag(V_b-V_B)) 

                |          mg                 pmg            Difference             S.E. 

-------------+---------------------------------------------------------------------------------- 

         gdp |    1.970665          1.336776        0.6338891        0.4694726 

exchange |   -0.00638532    -0.0000844     -0.0637688        0.0415364 

         real |    0.0351415        0.0350145      0.000127          0.0332878 

   inflation |    0.0321437      -0.0013673      0.033511          0.0316511 

------------------------------------------------------------------------------------------------- 

                                    b = consistent under Ho and Ha; obtained from xtpmg 

               B = inconsistent under Ha, efficient under Ho; obtained from xtpmg 

Test:  H0: difference in coefficients not systematic 

 

     chi2(4) = (b-B)'[(V_b-V_B)^(-1)](b-B) 

                 =        5.86 

Prob>chi2 =      0.2100 

 
 
 

Table 8. Hausman Test for the appropriate model selection between PMG and DFE. 
 

hausman pmg DFE, sigmamore 

                          ---- Coefficients ---- 

                |        (b)                      (B)                  (b-B)             sqrt(diag(V_b-V_B)) 

                |       pmg                   DFE              Difference                S.E. 

-------------+--------------------------------------------------------------------------------------- 

         gdp |     1.336776          1.388191         -0.0514144         0.4543827 

exchange |    -0.0000844      -0.0000526       -0.0000318         0.0001962 

         real |     0.0350145        0.0029139        0.0321005         0.1080982 

  inflation |     -0.0013673      -0.0003957       -0.0009716         0.0059829 

------------------------------------------------------------------------------------------------------ 

                                          b = consistent under Ho and Ha; obtained from xtpmg 

                     B = inconsistent under Ha, efficient under Ho; obtained from xtpmg 

Test:  H0: difference in coefficients not systematic 

 

     chi2(4) = (b-B)'[(V_b-V_B)^(-1)](b-B) 

                 =        0.11 

Prob>chi2 =      0.9986 

 
 
 
root test confirmed that money-demand and real-interest-
rate were stationary at level while GDP, Exchange-rate 
and Inflation were non-stationary,  ( ). Hence, Hausman 
test was applied to select the best model out of PMG, MG 
and DFE. That means to decide the appropriate model 
between MG and PMG, the Hausman test was applied 
with the null hypothesis of “PMG is the most efficient 
estimate”. In Table 7, in which the Hausman test between 
MG and PMG is reported, p-value (0.2100) is greater 
than 5%. This finding confirms that  Pooled  Mean  Group 

(PMG) model is an appropriate for the determination of 
money demand function.   

Hausman test was again applied to decide the best 
model between PMG and DFE with the null hypothesis 
that PMG was the most efficient estimate. The p-value 
(0.9986), which was greater than 5%, supported the PMG 
model as the efficient estimate (Table 8). That means the 
Hausman test confirmed Pooled Mean Group (PMG) as 
an appropriate model to investigate money demand 
function in  emerging  countries  based  on  the  balanced 
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Table 9. Model selection criteria table. 
 

Model LogL AIC* BIC HQ Specification 

6 323.212159 -2.841519 -1.461702 -2.281780 ARDL(3, 2, 2, 2, 2) 

5 299.014616 -2.839248 -1.895163 -2.456269 ARDL(3, 1, 1, 1, 1) 

1 276.247550 -2.715489 -1.989269 -2.420890 ARDL(1, 1, 1, 1, 1) 

3 281.436142 -2.706163 -1.871010 -2.367373 ARDL(2, 1, 1, 1, 1) 

4 304.380448 -2.694028 -1.423144 -2.178479 ARDL(2, 2, 2, 2, 2) 

2 296.271181 -2.669784 -1.507832 -2.198425 ARDL(1, 2, 2, 2, 2) 
 

Source: the model selection summary of own balanced panel data.  

 
 
 

Table 10. Long run coefficients and cointegration term of the PMG model. 
 

Dependent Variable: D(Moneydemand)   

Dynamic regressors (2 lags, automatic): GDP EXCHANGE REAL INFLATION    

Selected Model: ARDL(3, 2, 2, 2, 2)  

Variable Coefficient Std. Error t-Statistic Prob.* 

GDP 1.223746 0.025380 48.21620 0.0000 

EXCHANGE -0.000108 1.54E-05 -6.988782 0.0000 

REAL -0.022639 0.009727 -2.327512 0.0217 

INFLATION -0.035719 0.007152 -4.994269 0.0000 

COINTEQ01  -0.154774 0.070913 -2.182590 0.0311 
 

Source: the panel ARDL log-run coefficients and error correction term (ECT) of the PMG model.  

 
 
 
annual panel data over the period 1987 to 2018. PMG 
takes the cointegration form of a simple ARDL model and 
adopted for panel setting by allowing the intercepts, 
short-run coefficients and cointegrated terms differ across 
cross-sections. That means PMG allows intercepts, 
short-run coefficients and error variances to differ across 
groups while long-run coefficients are the same for all 
panel members. Pesaran et al. (1999) explain the long-
run coefficients being the same across groups as 
common technologies influence all groups in a similar 
way. For example, Solow growth model often assumes 
the same technology across countries and hence long-
run production function parameters would be the same 
though the speed of convergence to the steady state 
might vary based on different population growth rates 
across countries.    

The panel model selection summary revealed ARDL (3, 
2, 2, 2, 2) was the best lag structure, which had the 
lowest value   (-2.841519) of Akaike Information Criteria 
(AIC) (Table 9). The dynamic panel analysis was 
therefore based on ARDL (3, 2, 2, 2, 2). The panel ARDL 
(3, 2, 2, 2, 2) model reflects that the long-run coefficients 
of each of the regressors are significant (Table 10; 
Appendix C). The elasticity of GDP is 1.22 and significant 
at 1% significance level. Exchange rate and inflation are 
also significant at 1% significance level and their 
elasticities are -0.0001 and -0.0357, respectively. The 
elasticity of real-interest-rate is -0.0226 and significant  at 

5% significance level. In the long-run, real income has 
positive impact on broad money demand while exchange-
rate, real-interest-rate and inflation negatively influence 
broad money demand in the long-run. The negative effect 
of inflation rate on broad money supports the theoretical 
expectation that as the inflation rate rises, the demand for 
money falls. This indicates that people prefer to substitute 
physical assets for money balances. Rao and Kumar 
(2008) find that income elasticity of demand is about 
unity, and demand for money responds negatively to 
variations in the short term interest rate. Cointegration 
equation coefficient (-0.1548) is significant at 5% of 
significance level (Table 10), which confirms the existence 
of long-run relationship among the variables in the panel. 
This implies that any deviation from the long-run 
equilibrium is corrected at the speed of 15.5%.  

The long-run coefficients are the same (homogenous) 
for all countries under the panel while their respective 
short-run coefficients differ across countries in the panel. 
This is because the assumption of Pooled Mean Group 
(PMG) is that only the long-run coefficients are the same 
for all the groups that make up the panel while each 
country (group member) has its respective error 
variances and short-run coefficients. The error correction 
term for Brazil reveals the deviation from the long-run 
equilibrium is corrected at the speed of 0.36%. Similarly, 
the deviations from the long-run equilibrium are corrected 
at the speed of 47.4, 8.2, 16.8, 1.4, and  18.7% for China,   
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Table 11. Group-specific error variances (error correction term). 
  

Country ECT Std. Error t-Statistic Prob. * 

Brazil -0.003633 2.30E-06 -1579.799 0.0000 

China -0.473808 0.006010 -78.83702 0.0000 

India -0.081973 0.001771 -46.29902 0.0000 

Indonesia -0.168071 0.009814 -17.12626 0.0004 

South Africa -0.014316 0.000486 -29.46759 0.0001 

Turkey -0.186846 0.003371 -55.43048 0.0000 
 

Source: Extracted from the results of cointegration equation (ECT) and short-run coefficients of PMG model of respective 
countries that make up the panel (Appendix-D).  

 
 
 

Table 12. ARDL Error correction regression. 
  

Dependent Variable: D(Moneydemand) 
  

Selected Model: ARDL(1, 2, 0, 0, 1) 
 

Sample: 1987 2018 
  

Included observations: 30 
  

ECM Regression 

Variable Coefficient Std. Error t-Statistic Prob. 

C -3.81946 0.768802 -4.96807 0.0001 

D(GDP) 2.181554 1.720723 1.267812 0.2187 

D(GDP(-1)) -4.80122 1.701065 -2.82248 0.0102 

D(INFLATION) -5.87E-05 6.44E-05 -0.9124 0.3719 

CointEq(-1)* -0.47834 0.095134 -5.02806 0.0001 

         R-squared 0.561791            Akaike info criterion 0.109193 
 

         Adjusted R-squared 0.491678            Schwarz criterion 0.342726 
 

         F-statistic 8.012601            Hannan-Quinn criter. 0.183902 
 

         Prob(F-statistic) 0.000266            Durbin-Watson stat 2.126036 
  

 
 
India, Indonesia, South Africa, and Turkey, respectively 
(Table 11).  
 
 
Time series analysis for stability of money demand 
function  
 
The diagnostic tests for stability, serial correlation and 
residual distribution were performed considering the 
group-specific regressions, which assume all coefficients 
and variances differ. With the specification of ARDL (3, 2, 
2, 2, 2), the residuals were not normally distributed in 
time series of Brazil, and serial correlation was detected 
with such specification of time series in India, Indonesia 
and South Africa (Appendix D).  

Pesaran et al. (1999) explain that the group-specific 
estimates are biased because of sample-specific omitted 
variables or measurement errors that are correlated with 
the regressors. Rao and Kumar (2008) state that it is 
difficult to introduce country-specific special factors  in the 

panel data methods. In this study, such bias was 
corrected by experimenting with different specification of 
the model as ARDL (1, 2, 0, 0, 1) for Brazil; ARDL (3, 0, 
0, 0, 0) for India; ARDL (2, 2, 2, 2, 2) for Indonesia; and 
ARDL (1, 2, 0, 0, 0) for South Africa. Whereas, in China 
and Turkey the group-specific estimates with ARDL (3, 2, 
2, 2, 2) model reflected that the residuals were normally 
distributed, and no evidences of serial correlations were 
found in the model.  

This confirmed the reasonable estimates with the 
model ARDL (3, 2, 2, 2, 2) for China and Turkey.  
 
    
Stability of money demand function in Brazil 
 
Money demand function in Brazil reveals the existence of 
cointegration between money demand and the 
determinants: GDP, Exchange rate, Real interest rate 
and Inflation (Table 12).  

The Error Correction Model (ECM) can be specified as:   
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Figure 1. CUSUM and CUSUMSQ test for dynamically stability of the model. 

 
 
 

                                        (11) 
    
  ( 𝑜𝑛𝑒𝑦 𝑒𝑚 𝑛 )               (𝐺𝐷 )        (𝐺𝐷 )            (𝐼𝑛𝑓𝑙 𝑡𝑖𝑜𝑛)        𝐸      
 
 
The negative sign of the coefficient of cointegration 
equation (-0.478341) reflects that if there is departure in 
one direction, the correction would have to pull back to 
the other direction so as to ensure that equilibrium is 
retained. The findings can be interpreted as the previous 
years‟ deviation from the long-run equilibrium is corrected 
at the speed of 47.8%.   
 
 
Diagnostic test for serial correlation and residual 
distribution 
 
The result of Breusch-Godfrey serial correlation LM test 
reflects the higher p-value of chi-square (0.1722), which 
reveals no evidence for serial correlation of the model. 
Normality test for residual distribution also reflects that 
the p-value of Jarque-Bera is 0.4139, which is greater 
than 5%, and we cannot reject the null hypothesis that 
states the residuals are normally distributed. That means 
the normality test confirms that the residuals are normally 
distributed, and hence the model is correctly specified to 
determine money demand function in Brazil.   
 
 
Test for dynamically stability of the model 
 
The CUSUM test shows that the blue line is deviated 
from the 5% critical  boundary  between  2005  and  2010 

(Figure 1). This structural break reflects that Brazil 
experienced challenges related to the slowdown in 
advanced economies following the global financial crisis 
and the falling of Chinese demand for Brazilian 
commodities (Costa, 2016). However, the CUSUM of 
squares test reflects that the blue trend line lies within the 
red lines, which confirms that the model is dynamically 
stable. This finding reveals Brazil has quickly recovered 
from the global financial crisis. Although the recursive 
error in the CUSUM test slightly crosses the 5% upper 
critical limit between 2005 and 2010, the CUSUMSQ test 
shows greater stability. This confirms that the demand for 
money in Brazil by and large is stable.    
 
 
Impulse response functions and variance 
decomposition 
 
Impulse response function is defined as the change in the 
current and expected values of a variable (or a vector of 
variables) conditional on the realization of a shock at a 
point in time. It shows the effects of shocks on the 
adjustment path of the variables. Impulse response 
function determines how long and to what degree a 
shock of a given equation has on all of the variables in 
the system. Impulse response functions are able to 
explain the sign of the relationships as well as how long 
these effects require to take place. A useful insight is that  
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Figure 2. Response to Cholesky one S.D. (d.f. adjusted) innovations     𝐸. 

 
 
 
an impulse response function is essentially just a plot of 
the coefficients of the moving average representation of a 
time series. The analogy of the impulse response is like 
dropping a stone in a pond, in which at first ripples will be 
bigger but as time passes, the ripples get smaller and 
smaller until equilibrium is restored. That means when a 
dependent variable experiences a shock, it will return to 
equilibrium over a period of time. Figure 2 illustrates how 
money-demand reacts to a shock to the variables: 
money-demand, GDP, Exchange-rate, Real-interest-rate, 
and Inflation. The response of a shock to money-demand 
is a positive in money-demand but it turns to be negative 
after year three though it immediately turns back to 
positive after year four, and then decreases until it finally 
dies out over time. This is the response of money-
demand to a shock of itself. The response of money-
demand to a shock of GDP is negative but after year 
three it becomes positive where the effect remains 
positive and remains constant over time period. Similarly, 
response of money-demand to shocks of exchange-rate 
and real-interest-rate is that first it becomes negative and 
after year four the effect becomes positive and constant.    
Variance decomposition (forecast error variance 
decomposition) measures the contribution of each type of 
shock to the forecast error variance. It gives the 
proportion of the movement in the dependent variable 
that is due to its own shock  versus  shocks  to  the  other 

variables. In other words, variance decomposition informs 
what fraction of the forecast error variance of a variable is 
due to different shocks, potentially at different horizons. It 
gives information about the relative importance of its 
shock to the variables in the VAR. In money demand 
function of Brazil, the percent of broad-money variance 
due to broad-money decreases sharply in the first two 
years and after the second year, the effect decreases 
gently.  

The proportion of the movements of the money-
demand, that is, its own shock versus shocks to GDP and 
exchange-rate increases while it becomes constant to 
shocks to real-interest-rate and inflation after year two 
(Figure 3). Hence, variance decomposition and impulse 
response analysis help to check the impact of one 
variable on the other. 
 
 
Stability of money demand function in China 
 
The bound test in money demand function of China 
reflects the existence of cointegration between money 
demand and its determinants. The error correction term (-
0.07068) is negative and significant at 1% significance 
level, which can be interpreted as any deviation from the 
equilibrium is corrected at the speed of 7.1% each year 
(Table 13).   
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Figure 3. Variance decomposition of money demand function in Brazil.       

 
 
 

Table 13. ARDL error correction regression. 
   

Dependent Variable: D(Moneydemand)   

Selected Model: ARDL(3, 2, 2, 2, 2)  

Sample: 1987 2018   

Included observations: 29   

ECM Regression 

Variable Coefficient Std. error t-Statistic Prob. 

C 2.258651 0.223777 10.09331 0.0000 

D(Moneydemand(-1)) -0.066084 0.199984 -0.330444 0.7463 

D(Moneydemand(-2)) 0.084751 0.140423 0.603540 0.5565 

D(GDP) -0.745524 0.380154 -1.961110 0.0716 

D(GDP(-1)) 2.284400 0.407953 5.599661 0.0001 

D(EXCHANGE) 0.012130 0.010672 1.136647 0.2762 

D(EXCHANGE(-1)) 0.010806 0.007725 1.398826 0.1853 

D(REAL) 0.006667 0.005901 1.129754 0.2790 

D(REAL(-1)) -0.010357 0.005352 -1.935241 0.0750 

D(INFLATION) -0.003274 0.005028 -0.651187 0.5263 

D(INFLATION(-1)) -0.018296 0.005338 -3.427656 0.0045 

CointEq(-1)* -0.070678 0.007096 -9.959869 0.0000 

               R-squared 0.922776                Akaike info criterion      -4.844838 

               Adjusted R-squared 0.872807                Schwarz criterion          -4.279060 

               Hannan-Quinn criter.     -4.667644 

               Durbin-Watson stat        2.000726  

               F-statistic 18.46715 

               Prob(F-statistic) 0.000000 
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 Figure 4. CUSUM and CUSUMSQ tests for stability of money demand function.  

 
 
 

Table 14. ARDL error correction regression. 
  

Dependent Variable: D(Money demand)   

Selected Model: ARDL(3, 0, 0, 0, 0)  

Sample: 1987 2018   

Included observations: 29   

ECM Regression 

Variable Coefficient Std. Error t-Statistic Prob. 

C -0.560713 0.241715 -2.319725 0.0305 

D(Moneydemand(-1)) 0.207952 0.174163 1.194012 0.2458 

D(Moneydemand(-2)) 0.347216 0.171050 2.029913 0.0552 

CointEq(-1)* -0.035208 0.014384 -2.447748 0.0233 

                R-squared 0.411856                Akaike info criterion             -4.480163 

               Schwarz criterion                 -4.291571 

               Hannan-Quinn criterion       -4.421098 

               Durbin-Watson stat              1.861890 

                Adjusted R-squared 0.341279 

                F-statistic 5.835539 

                Prob(F-statistic) 0.003639 

 
 
 
Serial correlation and normality test 
 
The serial correlation diagnostics was carried out with the 
null hypothesis of no serial correlation in the residuals. 
The p-value of chi-square (0.1437) is greater than 5%, 
which confirms no evidence for serial correlation in the 
model specification. The normality test confirms the 
residuals are normally distributed since the null 
hypothesis of “residuals are normally distributed” is not 
rejected due to higher p-value of Jarque-Bera (0.598935).   
 
 
Stability diagnostics 
 
The stability diagnostics show that the blue lines are 
within the red lines boundaries for both CUSUM and 
CUSUMSQ tests, which confirm stable money demand in 
China (Figure 4). In the analysis of stability of money 
demand in China over the period 1983-2002 with the 
quarterly data, Bahman-Oskooee  and  Wang  (2007) find 

that only M1 is stable with CUSUM and CUSUMSQ tests 
though both M1 and M2 are cointegrated with their 
determinants. The instability of M2 can be explained as in 
the second half of 1980s the People‟s Bank of China was 
transformed into the Central Bank of China to carry out 
monetary policy independently (Li, 2014), which might 
cause the structural break over the period 1983 - 1987.  

After the financial reforms, CUSUM and CUSUMSQ 
tests confirm stable money demand in China over the 
period 1987 – 2018.   
 
 
Stability of money demand function in India 
 
The negative sign of error correction term (ECT) reflects 
the convergence in the long-run if there is any deviation 
from the equilibrium. The coefficient of ECT (-0.035208) 
implies that the deviation from the equilibrium is corrected 
at the speed of 3.5% each year (Table 14). Money 
demand  has  cointegration  with  the determinants: GDP,  
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Figure 5. Stability test for money demand function in India.  

 
 
 
exchange rate, real interest rate and inflation. 
 
 
Diagnostics for serial correlation and normality test 
 
Breusch-Godfrey serial correlation test was performed to 
detect serial correlation in the model with the hypothesis:  
 
H0: there is no serial correlation  
H1: the residuals are serially correlated 
 

Since the p-vale (0.7828) is greater than 5%, the null 
hypothesis is not rejected. This implies that there is no 
evidence for serial correlation in the model. The normality 
test for residual distribution determines whether the 
residuals are normally distributed or not. The null 
hypothesis of the normality test is that the residuals are 
normally distributed. Since the p-value of Jarque-Bera is 
greater than 5%, which is 0.335522, we failed to reject 
the null hypothesis. This implies that the residuals are 
normally distributed.   
 
 

Stability test for money demand function in India 
 
The CUSUM test determines whether the coefficients of 
the money demand function are changing systematically, 
while CUSUMSQ investigates the presence of abrupt 
change with the null hypothesis of parameters are stable. 
The CUSUM can also reveal structural changes. If the 
CUSUM crosses the red line, this is evidence against 
structural stability of the specified model. That means if 
the blue line crosses the red lines of 5% significance 
level, the null hypothesis of stable parameters is rejected. 
Since the blue line is within the red line boundaries 
(Figure 5), we fail to reject the null hypothesis. This 
implies that the  money  demand  in  India  is  stable. This 

finding is consistent with that of Rao and Kumar (2008) 
who state that there is no evidence that the long-run 
relationship between money demand and its determinants 
is significantly affected over the period 1985 to 2005. 
Bahmani-Oskooee and Rehman (2005) also state that 
demand for money is fairly stable in many Asian 
countries including India. In the investigation of stable 
money demand function after reforms, Nitin and Asghar 
(2016) find stable money demand function in India with 
monthly data over the period 1991 – 2014 using the 
cointegration and error correction model.       
 
 
Stability of money demand function in Indonesia 
 
Money demand function in Indonesia reveals the 
existence of cointegration between money demand and 
the determinants: GDP, Exchange rate, Real interest rate 
and Inflation. In the analysis of the Indonesian influential 
factors of money demand, Prawoto (2010) also confirms 
the existence of long-run relationship between money 
demand and its determinants. The Error Correction 
Model (Table 15) can be specified as: 
     

     
             (12) 
 

 
 
The error correction term (-0.2351) implies that the 
deviation from the equilibrium is corrected at the speed of 
23.5% each year.   
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𝑝
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𝑖=0 + ∑ 𝛿2𝑖 (𝐸𝑥 𝑕 𝑛𝑔𝑒)𝑡 𝑖
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  ( 𝑜𝑛𝑒𝑦 𝑒𝑚 𝑛 )𝑡 = 1.1005 + 0.2367 ( 𝑜𝑛𝑒𝑦 𝑒𝑚 𝑛 )𝑡 1  2.0574(𝐺𝐷 )𝑡 +

0.3153 (𝐺𝐷 )𝑡 1 + 0.0000001 (𝐸𝑥 𝑕 𝑛𝑔𝑒)𝑡 + 0.0000035 (𝐸𝑥 𝑕 𝑛𝑔𝑒)𝑡 1  0.00767 ( 𝑒 𝑙)𝑡 +

0.002 ( 𝑒 𝑙)𝑡 1  0.0125 (𝐼𝑛𝑓𝑙 𝑡𝑖𝑜𝑛)𝑡 + 0.0002 (𝐼𝑛𝑓𝑙 𝑡𝑖𝑜𝑛)𝑡 1  0.235𝐸  𝑡 1 
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Table 15. Results of ARDL error correction regression. 
   

Dependent Variable: D(Moneydemand)   

Selected Model: ARDL(2, 2, 2, 2, 2)  

Sample: 1987 2018   

Included observations: 30   

ECM Regression 

Variable Coefficient Std. Error t-Statistic Prob. 

C 1.100494 0.253949 4.333530 0.0006 

D(Moneydemand(-1)) 0.236700 0.144504 1.638019 0.1222 

D(GDP) -2.057362 1.196520 -1.719456 0.1061 

D(GDP(-1)) 0.315276 1.028712 0.306476 0.7635 

D(EXCHANGE) 7.07E-08 1.43E-05 0.004943 0.9961 

D(EXCHANGE(-1)) 3.45E-06 1.26E-05 0.274023 0.7878 

D(REAL) -0.007667 0.005707 -1.343386 0.1991 

D(REAL(-1)) 0.001972 0.003343 0.589861 0.5641 

D(INFLATION) -0.012477 0.005560 -2.243927 0.0404 

D(INFLATION(-1)) 0.000189 0.002554 0.073918 0.9421 

CointEq(-1)* -0.235135 0.052197 -4.504747 0.0004 

                  R-squared                           0.840115 

                  Adjusted R-squared            0.755965 

                  F-statistic                            9.983555 

                  Prob(F-statistic)                  0.000012 

            Akaike info criterion             -3.407142 

            Schwarz criterion                 -2.893369 

            Durbin-Watson stat              1.820626 

 
 
 

 
 

Figure 6. Stability test for money demand function in Indonesia. 
 
 
 

Diagnostics for serial correlation and residual 
distribution 
 
The result of Breusch-Godfrey LM test reflects the higher 
p-value of chi-square (0.5951). This supports the null 
hypothesis of no serial correlation in the model. This 
implies that there is no evidence of serial correlation in 
the model. The normality test determines whether the 
residuals are normally distributed or not with the null 
hypothesis of the residuals are normally distributed. The 
higher p-value of Jarque-Bera (0.9720), which is greater 
than 5%, supports the null hypothesis. This confirms that 
the residuals are normally distributed. 

Stability test for money demand function in Indonesia 
 
The CUSUM and CUSUMSQ testes were applied to 
detect the coefficients of the money demand function 
were structurally stable with the null hypothesis of 
parameters are stable. Figure 6, in which the blue line 
lies within the red line boundaries, implies that the money 
demand function in Indonesia is stable. Lestano et al. 
(2011) investigate money demand stability for Indonesia 
using both broad and narrow money demand equation 
over the period, 1980Q1-2004Q4. The findings reflect the 
existence of long-run relationships between broad and 
narrow money  demand and their determinants. However,  
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Table 16. ARDL error correction regression. 
 

Dependent Variable: D(Moneydemand)   

Selected Model: ARDL(1, 2, 0, 0, 0)  

Sample: 1987 2018   

Included observations: 30   

ECM Regression 

Variable Coefficient Std. Error t-Statistic Prob. 

C -5.078188 1.713724 -2.963247 0.0072 

D(GDP) 1.662906 0.348704 4.768811 0.0001 

D(GDP(-1)) 1.071063 0.348344 3.074730 0.0055 

CointEq(-1)* -0.205539 0.069778 -2.945629 0.0075 

            R-squared                      0.750663 

            AdjustedR-squared        0.721893 

            F-statistic                       26.09215 

            Prob(F-statistic)             0.000000 

                 Akaike info criterion            -4.023744 

                 Schwarz criterion                -3.836918 

                 Hannan-Quinn criterion      -3.963977 

                 Durbin-Watson stat              2.196451 

 
 
 
the CUSUM and CUSUMSQ tests reveal only narrow 
money demand is stable in Indonesia. They justify why 
broad money was not stable over the period 1980 – 2004 
as that period was influenced by many financial 
liberalization including the financial crisis of 1997-1998. In 
addition to this justification, in their analysis the inflation 
factor was not considered in the specification of broad 
money demand function. This might also reflect unreliable 
result in the stability tests due to misspecification of the 
determinants. In the analysis of stability of narrow money 
demand in Indonesia, Hossain (2011) states that the 
narrow money demand is stable irrespective of ongoing 
financial reforms in Indonesia since the late 1980s. The 
findings also reflect the existence of long-run relationships 
between narrow money demand and the determinants: 
real income and the deposit interest rate.  
 
 
Stability of money demand function in South Africa 
 
The bound test in money demand function of South Africa 
reveals the existence of long-run relationship between 
money demand and its determinants. The error correction 
term (-0.2055) is negative and significant at 1% 
significance level, which implies that any deviation from 
the equilibrium is corrected at the speed of 20.55% each 
year (Table 16).  
 
 
Diagnostics for serial correlation and residual 
distribution  
 
The Breusch-Godfrey LM test was performed with null 
hypothesis of no serial correlation. The higher p-value of 
chi-square (0.5033), which is greater than 5%, supports 
the null hypothesis. This implies that there is no evidence 
of serial correlation in the model. The normality test was 
performed  to   investigate   whether   the  residuals  were 

normally distributed or not with the null hypothesis of “the 
residuals are normally distributed”. The higher p-value of 
Jarque-Bera (0.9588), which is greater than 5%, supports 
the null hypothesis. This implies that the residuals are 
normally distributed.   
 
 
Stability test for money demand function 
 
The CUSUM and CUSUMSQ tests were applied to 
investigate the stability of the coefficients of money 
demand function with the null hypothesis of stable 
parameters. Figure 7, in which the blue lines lie within the 
red line boundaries, implies that money demand function 
is stable in South Africa. This finding is similar to that of 
Dube (2013) in the analysis of broad money demand 
(M3) in South Africa, in which the demand for money is 
stable in both CUSUM and CUSUSQ tests. In the 
empirical analysis of money demand stability in Nigeria, 
which is a country with a similar economy to South Africa, 
Okonkwo et al. (2014) find stable money demand 
function using CUSUM and CUSUMSQ tests. In the 
stability analysis of money demand in Nigeria, Nduka et 
al. (2013) also confirm stable and long-run relationship 
between demand for real broad money and the 
determinants: income, domestic real interest rate, 
expected rate of inflation, expected foreign exchange 
depreciation, and foreign interest rate as the trend lines 
are within the boundary lines in both CUSUM and 
CUSUMSQ tests.  
 
 
The stability of money demand function in Turkey 
 
Money demand function in Turkey reveals the presence 
of cointegration between money demand and its 
determinants. The error correction term (-0.5044) is 
negative and significant at  5%  significance  level,  which  
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Figure 7. Stability test for the coefficients of money demand function.   
 
 
 

Table 17. ARDL Error correction regression. 
 

Dependent Variable: D(Moneydemand)   

Selected Model: ARDL(3, 2, 2, 2, 2)  

Sample: 1987 2018   

Included observations: 29   

ECM Regression 

Variable Coefficient Std. Error t-Statistic Prob. 

C -18.70561 7.093137 -2.637142 0.0205 

D(Moneydemand(-1)) -0.046435 0.188811 -0.245934 0.8096 

D(Moneydemand(-2)) -0.034313 0.176109 -0.194841 0.8485 

D(GDP) -0.146105 0.477479 -0.305993 0.7645 

D(GDP(-1)) -0.861542 0.583369 -1.476838 0.1635 

D(EXCHANGE) -0.012830 0.081577 -0.157269 0.8774 

D(EXCHANGE(-1)) -0.043005 0.120551 -0.356734 0.7270 

D(REAL) -0.001482 0.000853 -1.736509 0.1061 

D(REAL(-1)) -0.010727 0.003652 -2.937424 0.0115 

D(INFLATION) -0.008482 0.003418 -2.481822 0.0275 

D(INFLATION(-1)) 0.001854 0.000959 1.933582 0.0752 

CointEq(-1)* -0.504373 0.189999 -2.654614 0.0198 

             R-squared                      0.701362 

             Adjusted R-squared       0.508126 

             F-statistic                       3.629557 

             Prob(F-statistic)             0.008616 

 Akaike info criterion             -2.045959 

 Schwarz criterion                 -1.480182 

 Hannan-Quinn criter.           -1.868765 

 Durbin-Watson stat               2.183254 
 
 
 

implies that any deviation from the equilibrium is 
corrected at the speed of 50.4% in the long-run (Table 
17).    
 
 
Diagnostics for serial correlation and residual 
distribution  
 
The Breusch-Godfrey serial correlation LM test was 
performed with the null hypothesis of no serial 
correlation. The higher p-value of chi-square (0.1887), 
which is greater than 5%, supports the null hypothesis. 
This implies that there is no evidence of serial  correlation 

in the model. The normality test was also performed with 
the null hypothesis of normally-distributed residuals. The 
p-value of Jarque-Bera (0.614483) is greater than 5%, 
and hence the null hypothesis is not rejected. This 
implies that the residuals are normally distributed. 
 
 
Stability test for money demand function in Turkey 
 
The CUSUM and CUSUMSQ tests were performed to 
detect whether the coefficients of the money demand 
function were structurally stable with the null hypothesis 
of stable parameters. Figure 8, in which the blue lines are  
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Figure 8. CUSUM and CUSUMSQ tests for stability.   

 
 
 
within the red line boundaries, implies that money demand 
function in Turkey is stable. This finding is similar to that 
of Saatcioglu and Korap (2005) in the study of Turkish 
broad money demand over the period 1987Q1 – 2004Q2 
with quarterly data. However, in the analysis of money 
demand function in Turkey, Oscalik (2014) explains that 
while CUSUM test indicates stable money demand 
function, the CUSUMSQ test results in instability of 
money demand function. In the study conducted during 
the inflation target on money demand and its 
determinants in Turkey over the period 2002:Q1 – 
2013:Q2, Tumturk (2017) also finds unstable relationship 
between money demand and its determinants with 
CUSUM test. The findings of their unstable money 
demand function might be attributed to the global 
financial crisis of 2008. However, the probability of this 
global-crisis impact is insignificant when a wide range of 
data period (1987 to 2018) is considered to investigate 
the stability of money demand function in Turkey. 
 
 

Conclusion  
 

Real income influences money demand of the emerging 
countries positively; whereas, exchange rate, real interest 
rate and inflation possess negative impacts on money 
demand. Money demand function is better explained by 
using dynamic models rather than static panel analysis. 
The stability test confirms stable money demand function 
in China, India, Indonesia, South Africa and Turkey. 
However, the CUSUM test of money demand function in 
Brazil reflects the existence of structural breaks between 
2005 and 2010, which might be due to the global financial 
crisis. The error-correction term is negative and significant 
in each of the group-specific countries. This confirms that 
any deviation from the equilibrium is corrected each year 
at the speed of 47.8% in Brazil, 7.1% in China, 3.5% in 
India, 23.5% in Indonesia, 20.55% in South Africa, and 
50.4% in Turkey. The bound tests in the  money  demand 

function of the emerging countries reveal the existence of 
long-run relationship between money demand and the 
determinants: GDP, exchange rate, real interest rate, and 
inflation. Therefore, the central banks should target on 
money supply as their monetary policy in the countries of 
the emerging economies.       
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APPENDICES 

 
Appendix A. Results of Random Effects Model. 

 

Balanced Panel: n = 6, T = 32, N = 192 

 

Effects: 

                               var               std. dev              share 

idiosyncratic      0.03499            0.18705              0.145 

individual           0.20666            0.45459              0.855 

theta: 0.9275 

 

Residuals: 

Min.                     1st Qu.            Median             3rd Qu.              Max.  

-0.898121         -0.084984        0.010268           0.084234           0.758812  

 

Coefficients: 

                           Estimate          Std. Error             z-value            Pr(>|z|)     

 Intercept       -1.2664e+01         7.8614e-01         -16.1093            < 2.2e-16 *** 

 GDP              1.4443e+00          2.7880e-02          51.8034            < 2.2e-16 *** 

 Exchange     -4.0277e-05          8.2141e-06          -4.9034             9.417e-07 *** 

 Real             -2.1384e-03          1.0545e-03          -2.0278              0.04258 **   

 Inflation         4.7067e-05           4.8492e-05          0.9706               0.33175     

 

Signif. codes:   „***‟ 0.01 „**‟ 0.05 „*‟ 0.1  

 

Total Sum of Squares:      104.61                    Adj. R-Squared: 0.93704  

Residual Sum of Squares: 6.4479                   Chisq: 2846.89 on 4 DF,  p-value: < 2.22e-16 

R-Squared:        0.93836 

 
  

Source: own computation.  

 
 
 

Appendix B. Feasible Generalized Least Square (FGLS) for controlling cross sectional dependence.  
 

Dependent Variable: MONEYDEMAND   

Method: Panel EGLS (Cross-section random effects) 

Total panel (balanced) observations: 192  

Swamy and Arora estimator of component variances 

Cross-section SUR (PCSE) standard errors and covariance (d.f. corrected) 

Variable Coefficient Std. Error t-Statistic Prob.   

GDP 1.444255 0.018790 76.86433 0.0000 

EXCHANGE -4.03E-05 8.56E-06 -4.705828 0.0000 

REAL -0.002138 0.001194 -1.791571 0.0748 

INFLATION 4.71E-05 8.60E-05 0.547078 0.5850 

C -12.66417 0.541272 -23.39708 0.0000 

 Effects specification   

   S.D. Rho 

Cross-section random 0.454594 0.8552 

Idiosyncratic random 0.187055 0.1448 
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Appendix B Cont’d. Feasible Generalized Least Square (FGLS) for controlling cross sectional dependence.  
 

 Weighted statistics   

R-squared 0.938363 Mean dependent var 1.958530 

Adjusted R-squared 0.937044 S.D. dependent var 0.740067 

S.E. of regression 0.185690 Sum squared resid 6.447897 

F-statistic 711.7219 Durbin-Watson stat 0.953536 

Prob(F-statistic) 0.000000    

 Unweighted Statistics   

R-squared 0.932804 Mean dependent var 26.99646 

Sum squared resid 21.48127 Durbin-Watson stat 0.286217 
  

Source: Own computation.  

 
 
 

Appendix C. Panel ARDL (3, 2, 2, 2, 2) results of PMG model. 
 

Dependent Variable: D(MONEYDEMAND)   

Method: ARDL    

Sample: 1990 2018   

Included observations: 174   

Model selection method: Akaike info criterion (AIC) 

Dynamic regressors (2 lags, automatic): GDP EXCHANGE REAL INFLATION 

Fixed regressors: C   

Number of models evalulated: 6  

Selected Model: ARDL(3, 2, 2, 2, 2)  

Note: final equation sample is larger than selection sample 

Variable Coefficient Std. Error t-Statistic Prob.* 

 Long Run Equation   

GDP 1.223746 0.025380 48.21620 0.0000 

EXCHANGE -0.000108 1.54E-05 -6.988782 0.0000 

REAL -0.022639 0.009727 -2.327512 0.0217 

INFLATION -0.035719 0.007152 -4.994269 0.0000 

 Short Run Equation   

COINTEQ01 -0.154774 0.070913 -2.182590 0.0311 

D(MONEYDEMAND(-1)) 0.051883 0.077622 0.668398 0.5052 

D(MONEYDEMAND(-2)) -0.075280 0.220735 -0.341044 0.7337 

D(GDP) -0.566745 0.366020 -1.548401 0.1242 

D(GDP(-1)) 0.507900 0.202170 2.512239 0.0134 

D(EXCHANGE) -0.000674 0.010375 -0.064987 0.9483 

D(EXCHANGE(-1)) -0.022119 0.027734 -0.797536 0.4268 

D(REAL) 0.005575 0.005625 0.991233 0.3236 

D(REAL(-1)) -0.002976 0.002301 -1.293339 0.1985 

D(INFLATION) 0.002255 0.005583 0.403870 0.6871 

D(INFLATION(-1)) -0.002537 0.003240 -0.783155 0.4351 

C -0.841615 0.432600 -1.945481 0.0541 

          Mean dependent var 0.062949              S.D. dependent var     0.150642 

             Akaike info criterion    -2.575127 

             Schwarz criterion        -1.285701 

             Hannan-Quinn criter.   -2.052900 

          S.E. of regression 0.081796 

          Sum squared resid 0.776099 

          Log likelihood 323.2122 

*Note: p-values and any subsequent tests do not account for model selection. 
 

Source: Own computation.  
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Appendix D. Group-specific ARDL (3, 2, 2, 2, 2). 
 

Brazil 
    

Variable Coefficient Std. Error t-Statistic Prob. * 

COINTEQ01 -0.00363 2.30E-06 -1579.8 0.0000 

D(MONEY
D
(-1)) -0.21053 0.101155 -2.08124 0.1288 

D(MONEY
D
(-2)) -1.02635 0.029969 -34.2471 0.0001 

D(GDP) -0.199 3.442012 -0.05782 0.9575 

D(GDP(-1)) 0.135586 3.309821 0.040965 0.9699 

D(EXCHANGE) -0.0464 0.012891 -3.59962 0.0368 

D(EXCHANGE(-1)) 0.022878 0.014948 1.530491 0.2234 

D(REAL) -0.00409 3.01E-05 -135.8 0.0000 

D(REAL(-1)) -0.0029 3.19E-05 -91.09 0.0000 

D(INFLATION) 0.000146 2.96E-08 4927.944 0.0000 

D(INFLATION(-1)) 0.000377 1.22E-08 30869.73 0.0000 

C 0.129407 0.003292 39.31178 0.0000 

  
    

China 
    Variable Coefficient Std. Error t-Statistic Prob. * 

COINTEQ01 -0.47381 0.00601 -78.837 0.0000 

D(MONEY
D
(-1)) -0.02082 0.03911 -0.53237 0.6314 

D(MONEY
D
(-2)) -0.05167 0.021906 -2.35846 0.0995 

D(GDP) -0.63932 0.144355 -4.42876 0.0214 

D(GDP(-1)) 1.352018 0.149832 9.023534 0.0029 

D(EXCHANGE) 0.017686 0.000129 137.469 0.0000 

D(EXCHANGE(-1)) 0.002013 9.05E-05 22.24507 0.0002 

D(REAL) 0.029896 4.52E-05 660.7134 0.0000 

D(REAL(-1)) -0.00878 3.52E-05 -249.747 0.0000 

D(INFLATION) 0.026932 3.23E-05 833.6946 0.0000 

D(INFLATION(-1)) -0.01074 3.71E-05 -289.256 0.0000 

C -2.77057 0.594453 -4.6607 0.0186 

  
    

India 
    Variable Coefficient Std. Error t-Statistic Prob. * 

COINTEQ01 -0.08197 0.001771 -46.299 0.0000 

D(MONEY
D
(-1)) 0.233665 0.035089 6.659263 0.0069 

D(MONEY
D
(-2)) 0.533427 0.026887 19.83928 0.0003 

D(GDP) -0.36687 0.072425 -5.0656 0.0149 

D(GDP(-1)) 0.294397 0.111034 2.651408 0.0769 

D(EXCHANGE) -0.00218 5.70E-06 -383.221 0.0000 

D(EXCHANGE(-1)) 0.00011 5.50E-06 20.08222 0.0003 

D(REAL) -0.00459 2.62E-05 -175.457 0.0000 

D(REAL(-1)) 0.005877 1.57E-05 373.9635 0.0000 

D(INFLATION) -0.01043 4.08E-05 -255.912 0.0000 

D(INFLATION(-1)) 0.007147 3.39E-05 210.6818 0.0000 

C -0.50033 0.080568 -6.21001 0.0084 
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Appendix D Cont’d. Group-specific ARDL (3, 2, 2, 2, 2). 

 

Indonesia   
    Variable Coefficient Std. Error t-Statistic Prob. * 

COINTEQ01 -0.16807 0.009814 -17.1263 0.0004 

D(MONEY
D
(-1)) 0.104054 0.040735 2.55441 0.0836 

D(MONEY
D
(-2)) 0.349449 0.029321 11.91812 0.0013 

D(GDP) 0.711638 0.310382 2.29278 0.1057 

D(GDP(-1)) 0.730818 0.304483 2.400193 0.0959 

D(EXCHANGE) -0.00075 5.55E-05 -13.4883 0.0009 

D(EXCHANGE(-1)) 0.001907 5.66E-05 33.66013 0.0001 

D(REAL) 0.014214 2.52E-05 564.5578 0.0000 

D(REAL(-1)) -0.00691 2.57E-05 -268.776 0.0000 

D(INFLATION) 0.007964 5.44E-05 146.327 0.0000 

D(INFLATION(-1)) -0.01359 8.37E-05 -162.391 0.0000 

C -1.02827 0.348658 -2.94921 0.0601 

  
    

South Africa 
    Variable Coefficient Std. Error t-Statistic Prob. * 

COINTEQ01 -0.01432 0.000486 -29.4676 0.0001 

D(MONEY
D
(-1)) -0.07882 0.029018 -2.71625 0.0728 

D(MONEY
D
(-2)) -0.12139 0.024519 -4.95091 0.0158 

D(GDP) -0.89138 0.135744 -6.5666 0.0072 

D(GDP(-1)) -0.01904 0.191605 -0.09937 0.9271 

D(EXCHANGE) 0.027584 0.005345 5.160489 0.0141 

D(EXCHANGE(-1)) -0.15963 0.0106 -15.0584 0.0006 

D(REAL) -0.00093 1.08E-06 -858.831 0.0000 

D(REAL(-1)) -0.0065 1.04E-05 -622.605 0.0000 

D(INFLATION) -0.00734 1.04E-05 -702.414 0.0000 

D(INFLATION(-1)) 0.0015 7.99E-07 1876.591 0.0000 

C 0.048183 0.014963 3.220152 0.0486 

  
    

Turkey 
    Variable Coefficient Std. Error t-Statistic Prob. * 

COINTEQ01 -0.18685 0.003371 -55.4305 0.0000 

D(MONEY
D
(-1)) 0.283746 0.023832 11.90608 0.0013 

D(MONEY
D
(-2)) -0.13515 0.019385 -6.972 0.0061 

D(GDP) -2.01554 1.128997 -1.78525 0.1722 

D(GDP(-1)) 0.55362 1.029667 0.537669 0.6281 

D(EXCHANGE) 1.78E-05 1.65E-10 108104.4 0.0000 

D(EXCHANGE(-1)) 1.97E-06 1.06E-10 18599.8 0.0000 

D(REAL) -0.00105 2.51E-05 -41.9064 0.0000 

D(REAL(-1)) 0.001364 1.02E-05 133.4191 0.0000 

D(INFLATION) -0.00374 2.55E-05 -146.507 0.0000 

D(INFLATION(-1)) 8.37E-05 5.96E-06 14.04682 0.0008 

C -0.92812 0.11313 -8.20405 0.0038 

Source: Own computation 
 
 
 
 
 
 


