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Image segmentation plays an important role in many systems of computer vision. The good perfor-
mance of recognition algorithms depend on the quality of segmented image. According to the opinion 
of many authors the segmentation concludes when it satisfies the observer’s objectives, the more 
effective methods being the iterative. However, a problem of these algorithms is the stopping criterion.  
In this work the entropy is used as stopping criterion in the segmentation process by using recursively 
the mean shift filtering. In such sense a new algorithm is introduced. The good performance of this 
algorithm is illustrated with extensive experimental results. The obtained results demonstrated that this 
algorithm is a straightforward extension of the filtering process. In this paper a comparison was carried 
out between the obtained results with our algorithm and with the EDISON System. 
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INTRODUCTION 
 

Segmentation and contour extraction are important steps 
in many systems of high level. Segmented images are 
now used routinely in a multitude of different applica-
tions, such as, diagnosis, treatment planning, in the robo-
tics, localization of pathology, geology, study of anatomi-
cal structure, meteorology, computer-integrated surgery, 
among others. However, image segmentation remains a 
difficult task due to both the variability of object shapes 
and the variation in image quality. In spite of the most 
complex algorithms developed until the present, segmen-
tation continues being very dependent on the application 
and it does not exist on a single method that can solve all 
the problems that are presented in the universe. With the 
aim of obtaining segmentation methods more exact and 
more effective, several techniques have been proposed 
in the literature, where a great variety of them has been 
dedicated to biomedical images (Kenong et al., 1995; 
Sijbers, 1997; Chin-Hsing et al., 1998; Rodríguez, 2002; 
Schmid, 1999; Koss et al., 1999; Braiek, 2005). Unfortu-
nately, segmentation is a  
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complex problem with no exact solution. Segmentation 
using traditional low-level image processing techniques, 
such as thresholding, histogram, region growing and 
other classical operations requires a considerable 
amount of interactive guidance in order to attain satisfac-
tory results. Automating these model-free approaches is 
difficult because of complexity, shadows, and variability 
within and across individual objects. Furthermore, noise 
and other image artifacts can cause incorrect regions or 
boundary discontinuities in objects recovered from these 
methods. 

At the present time the most robust algorithms in 
segmentation are the iterative methods, which cover a 
variety of techniques, from the mathematical morpho-
logy, deformable models until the thresholding methods. 
However, one of the problems of these iterative techni-
ques is the stopping criterion, in which great quantities of 
methods have been proposed (Comaniciu and Meer, 
2002; Chenyang et al., 2000; Vicent and Soille, 1991;   
Cheriet et al., 1998).  

The mean shift is a nonparemetric procedure and it is 
an extremely versatile tool for feature analysis and can 
provide reliable solutions for many computer vision tasks 
(Comaniciu, 2000). The mean shift was proposed in 
1975 by  Fukunaga and Hostetler (Fukunaga and Hostet- 
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ler, 1975) and largely forgotten until Cheng´s paper 
(Cheng, 1995) rekindled interest in it. The segmentation 
by using the mean shift as first step carries out a 
smoothing filter and later on the segmentation process 
(Comaniciu, 2000).   

The term of entropy is not a new concept in the field 
based on information theory and it has been used in 
image restoration, edge detection and recently as an 
objective evaluation method for image segmentation 
(Zhang et al., 2003). 

In this work a new segmentation strategy by using the 
mean shift is proposed. The new method uses the 
entropy as stopping criterion, where two steps to obtain 
the segmented image is not necessary to carry out. The 
obtained results with our algorithm are compared with 
the attained results by using EDISON System (Robust 
Image Understanding Laboratory, Rutgers University, 
www.caip.rutgers.edu/riul/). The results from this 
preliminary study indicate that the proposed strategy is 
effective and that at worst these are similar to those 
reported in (Comaniciu and Meer, 2002; Comaniciu, 
2000). 
 
 
The mean shift analysis 
 
The iterative procedure of the mean shift is introduced as 
normalized density gradient estimate. By employing a 
differentiable kernel, an estimate of the density gradient 
can be defined as the gradient of the kernel density 
estimate, that is,   
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Conditions on the kernel K(x) and the window radio h are 
derived in (Fukunaga and Hostetler 1975) to guarantee 
asymptotic unbiasedness, mean-square consistency, 
and uniform consistency of the estimate in the 
expression (1)  
 
For example, for Epanechikov kernel  

(   
��

�
�
� <+−

=
otherwise                                     0

1  x if  ) x - (1 ) 2  (d  c1/2
 (x) K

21
d

E
), the 

 
density gradient estimate becomes,  
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where the region )(xSh  is a hypersphere of radius  h 

having the volume d
d ch , centered on x, and containing  

 
 
 
 

xn  data points, that is, the uniform kernel. The last term 
in expression (2) is called the sample mean shift, 
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The quantity 

)( d
dchn

nx  is the kernel density estimate 

)(ˆ xfU  (the uniform kernel) computed with the 

hypersphere )(xSh , and thus we can write the 
expression (2) as, 
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The expression (5) shows that an estimate of the 

normalized gradient can be obtained by computing the 
sample mean shift in a uniform kernel centered on x. In 
addition, the mean shift has the direction of the gradient 
of the density estimate at x when this estimate is 
obtained with the Epanechnikov kernel. Since the mean 
shift vector always points towards the direction of the 
maximum increase in the density, it can define a path 
leading to a local density maximum that is, to a mode of 
the density. 

A digital image can be represented as a two-
dimensional array of p-dimensional vectors (pixels), 
where p =1 in the gray level case, three for color images, 
and p > 3 in the multispectral case.  

As was pointed in (Comaniciu and Meer, 2002) when 
the location and range vectors are concatenated in the 
joint spatial-range domain of dimension d = p+2, their 
different nature has to be compensated by proper 
normalization with the hs and hr parameters. Thus, the 
multi-variable kernel is defined as the product of two 
radially symmetric kernels and the Euclidean metric 
allows a single bandwidth for each domain, that is,  
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where xs is the spatial part, xr is the range part of a 
feature vector, k (x) the common profile used in both 
domains, hs and hr the employed kernel bandwidths, and 
C the corresponding normalization constant.  

The novelty lies in applying the mean shift procedure 
for the data points in the joint spatial-range domain.  



 
 
 
 
ENTROPY 
 
From the point of view of digital image processing the 
entropy is defined according to the following expression, 
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where B is the total quantity of bits of the digitized image 
and by agreement ;00log2 =  p(x) it is the probability of 

occurrence of a gray-level value. Within a totally uniform 
region the entropy reaches the minimum value, because 
one speaking theoretically, the probability of occurrence 
of the gray-level value is always one. In the practice 
when one works with real images, the entropy does not 
reach, in general, the zero value. This is due to the 
existent noise in the images. Therefore, if we consider 
the entropy as a measure of the disorder within a 
system, it could be used as a good stopping criterion into 
an iterative process by using the mean shift filtering. The 
entropy within each region diminishes in the measure 
that the regions become more homogeneous and at the 
same time in the whole image, until reaching a stable 
value. When the convergence is reached, a totally 
segmented image is obtained, because the mean shift 
filtering is not idempotent as it does not happen to some 
types of filters in the mathematical morphology (for 
example, with the opening). In addition, as by 
(Comaniciu and Meer, 2002) was pointed out, the mean 
shift procedure-based image segmentation is a 
straightforward extension of the discontinuity preserving 
smoothing algorithm and the segmentation step does not 
add a significant overhead to the filtering process.  

The choice of entropy as a measure of goodness 
deserves several observations. First, it is known that the 
addition of two independent random variables (for 
example, a signal and additive noise) increases the 
entropy (Suyash and Whitaker, 2006). Entropy reduction 
reduces the randomness in corrupted probability density 
function and tries to counteract noise. Then, following 
this same analysis as the segmented image is a 
simplified version of the original image, the entropy 
(segmented image) should be smaller. Recently, it was 
found empirically that the entropy of the noise diminishes 
faster than that of the signal (Suyash and Whitaker, 
2006). Therefore, an effective criterion would be to stop 
when the relative rate of change of the entropy of 
iteration to the next one, falls below some threshold.  
 
 
ALGORITHMS 
 
Filtering algorithm by using the mean shift 

 
Let Xi and Zi,  i=1,..,n, be the input and filtered images in 
the joint spatial-range domain.  For each pixel p ∈ Xi,  
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3),,( ℜ∈= zyxp , where 2y)(x, ℜ∈  and 

1]2[0,z � −∈  , ß being the quantity of bits/pixel in the 
image.  The filtering algorithm comprises the following 
steps (Comaniciu and Meer, 2002):  
 
1. Initialize  j =1 and  yi,1 = pi 
2. Compute through the mean shift (see expression 
(3), yi, j+1), the mode where the pixel converges; that is, 
the calculation of the mean shift is carried out until 
convergence,  y = yi,c. 
3. Store at Zi the component of the gray level of 

calculated value: )y ,x (Z r
c i,

s
ii = , where x s

i  is the 

spatial component and y r
c i,  is the range component. 

 
  
Developed segmentation algorithm by using 
recursively the mean shift filtering 

 
The proposed algorithm comprises the following steps 

 
1. Initialize the control values, ent1 = 1,  errabs 
= 1,  edsEnt  
2. While errabs > edsEnt,  then  
3. Do filtrate the image according to the steps of 
the previous algorithm; store in Z the filtering image. 
4. Do calculate the entropy from the filtered 
image according to the expression (6); store in ent 
5. Do calculate the absolute error with the 
entropy value obtained in the previous step;  errabs = 
abs ( ent – ent1) 
6. Do update  the value of the parameter;  ent1 
= ent 

 
It is possible to observe that, in this case, the proposed 

segmentation algorithm is a straightforward extension of 
the filtering algorithm, which finishes when the entropy 
reaches the stability. Note the simplification of this 
algorithm compared with the one proposed in (Comaniciu 
and Meer, 2002). A detailed discussion on this issue will 
be made in the next section. 
 
 
DISCUSSION  
 

Image segmentation; that is, the decomposition of the 
gray-level values into homogeneous areas is maybe one 
of the most important steps in any system of computer 
vision.  Homogeneity, in general, is defined as similarity 
in pixel values, where a piecewise constant model is 
enforced over the image (Comaniciu and Meer, 2002). 

All the segmentation experiments were performed 
using a uniform kernel. The segmentation of the image 
lake obtained with the proposed algorithm is shown in 
Figure. 1b, while in Figure. 1c is presented the obtained 
results by using EDISON System (Robust Image Under-
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Figure 1. Lake: (a) Original image, (b) Segmented image by our strategy (hs, hr) = (12, 
15), (c) Segmented image according to algorithm proposed in (Comaniciu and Meer, 
2002), (hs, hr, M) = (16, 7, 40). 

 
 
 
 
 
 
 
 
 
 

 
Figure 2. Visualization in 3D of the mean shift segmentation. (a) With 
our algorithm. (b) By using EDISON system.  

 
 

 
standing Laboratory, Rutgers University, www.caip.rut-

gers.edu/riul/). 
From the point of view of the visual analysis, it is not 
observed big differences between the image segmented 
by our algorithm and the one obtained by the EDISON 
System. However, to say of other observers the sky and 
the clouds were better segmented with our strategy. Note 
that all the other details in the segmented image are 
preserved. Comparing Figures 1b and 1c, in the part 
corresponding to the water with our algorithm an addi-
tional homogeneous area was obtained. The obtained 
result in Figure 1b took 9 iterations to reached the con-
vergence; that is, until the stability was reached (no more 
change). From the point of view of the final result the 
image segmented with our algorithm has an aspect a 
little more natural with regard to the original image. In 
many occasions, given the application, segmentation im-
poses certain conditions (elimination of regions, prunes 
or integration of certain maxima, etc). This can originate 
a biased image with regard to the initial. With our algo-
rithm the resolution is only imposed on the segmentation 
process; that is, the parameters hr and hs. For this rea-
son, our algorithm did not make mistakes; that is, a seg-
mented image very different to the original never was 
obtained. 
To better visualize the segmentation process, it is repre-
sented in three dimensions in Figure 2. Observe that the 

data was reflected over the horizontal axis, while the 
intensities over z. This gives a more informative display. 
In Figure 2a the segmented image with our algorithm is 
presented, while in Figure 2b the segmented image with 
the EDISON system. Note that in both repre-sentations 
significant differences are not observed, but in the 
segmented image with our algorithm one can see other 
homogeneous areas (do see the central plate of Figure 
2a corresponding to the sky and the clouds). It is 
possible to observe in Figure 2a the integration of large 
homogeneous regions when the convergence is reached 
(see the plates). Also, one can see that these plates in 
both images reached the same level of intensity (see in 
axis z). In spite of with both algorithms very similar 
results are obtained, the difference underlies in that to 
obtain the image of Figure 1c it was necessary to carry 
out a filtering step and other of segmentation. In this last 
step, one can have certain complexity when adjacency 
graphs and hierarchical technique are used (Comaniciu 
and Meer, 2002).  

We verified that the segmentation through our algori-
thm was not very sensitive to the choice of the para-
meters hr and hs. This was also tested in (Comaniciu 
and Meer,2002). We selected for most of images the 
same parameters hr =15 and hs =12 and edsEnt = 0.005 
as threshold of stopping criterion. This value was empi-  
rically  found,  after  carrying  out  several  investigations 

(a) (c) (b) 

(b) (a) 
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Figure 3. Cameraman: (a) Original image, (b) Segmented image according to our 
algorithm hs= 12 and hr= 15, (c) Segmented image by using  EDISON system hs=8, 
hr=4 . 

 
 
 
 
 
 
 
 
 
 
 

 
Figure 4. Visualization in 3D of the mean shift segmentation. (a) With our 
algorithm. (b) By using EDISON system.  

 
 
 
 
 
 
 
 
 
 
 

 
Figure 5. (a)  Original  image,  (b)  Segmented   image according  to  our   algorithm  hs= 
12 and  hr= 15, (c) Segmented image using the  EDISON  system; hs=8, hr=7 y M = 20. 

 
 

with different images. 
Another segmentation example through our algorithm 
and using the EDISON system is shown in Figure 3. 
Note that visually substantial differences are not appreci-
aciated between the segmented image with our algorithm 
and by using EDISON system. The convergence with our 
algorithm in 8 iterations was reached. It is possible to 
observe that with our strategy the grass is a little more 
homogeneous as compared with the image of Figure 3c. 
In addition, all the other regions were preserved the 
same as in the image of Figure 3c. Note that the tripod 
and the buildings were well segmented. However, with 

our algorithm is not well appreciated the area of the 
cameraman's hand for an hr = 15. In other images seg-
mented with smaller value of hr was possible to segment 
the cameraman's hand. This was not put here for space 
problem. The range parameter hr controls the number of 
regions in the segmented image (Coma-niciu and Meer, 
2002). A three-dimensional represent-tation of the seg-
mented images with both methods is shown in Figure 4. 

Note in Figure 4 that in both images is appreciated the 
plates corresponding to the sky and to the grass, with the 
slight difference that in the image of Figure 4b the plate 
of the grass is observed something curved.  In  the  other  

(a) (b) (c) 

(a) (b) 

(a) (b) (c) 
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Figure 6. 3D visualization of the mean shift segmentation. (a) With 
our algorithm. (b) By using EDISON system. 

 
 
 
 
 
 
 
 
 
 

 
Figure 7. Visualization in 3D. (a) Input, (b) Our algorithm, (c) By using EDISON system. 

 
 

 
 
 

 
 
 
 
 
 

 
Figure 8. (a) Original image, (b) Segmented image according to our algorithm (hs= 12, hr= 
15), (c) Segmented image by using  EDISON system ( hs=8, hr=7 and M = 20 ). 

 
 
 
details, significant differences are not appreciated. The 
advantage that presents our algorithm compared with the 
one proposed in (Comaniciu and Meer, 2002) is the 
simplicity  of  the same one. Our algorithm would be very 
useful in an automatic segmentation process. 

In Figure 5 another segmentation examples are shown 
with both methods. Analyzing, both images visually, one 
can see that these were segmented well, where it is 
possible to observe differences in some details, which it 
are not significant. These differences can be given by the 
use of different parameters (hr, hs). In this case the 
convergence with our algorithm was reached in 10 
iterations. To better visualization of the segmentation 
process in Figure 6 are represented in three dimensions. 
Note that in both images the plates corresponding to the 

most homogeneous areas are appreciated with the same 
levels of intensities (in the axis z). It is important to point 
out that the same as what happened in the segmented 
images with the EDISON system, with those obtained 
with our algorithm any maximum was not obtained after 
the convergence was reached. 

The abrupt changes that are appreciated in the fall or 
elevation from a plate to another in the 3D representation 
are indicative of different regions with different intensi-
ties. These correspond to the discontinuities (edges). For 
example, the window marked in Figure 5a is represented 
in three dimensions in Figure 7b. It is possible to see in 
this representation two homogeneous plates correspon-
ding to the sky and the roof of the school. Note an abrupt  
change between a zone and the other  one.  This  means 

(a) 
 

(b) 
 

(a) (b) (c) 

     (a)                                                 (b)                                          (c) 



 
 
 
 
two totally different regions 

According to the opinion of some observers with our 
algorithm the segmented images have a more natural 
aspect. An example is the result that appears in Figure 8.  
Note that the clouds and the sky were better isolated with 
our algorithm. It is necessary to point out that in this 
comparison an analysis from the point of view of the 
computation time was not carried out, due to that our 
algorithm was implemented in MatLab (ver. 6. 5), while 
the EDISON system was programmed in C++. 
 
  
Conclusion 
 
In this work was proposed a segmentation algorithm 
using an iterative process of the mean shift filtering. It 
was tested that the algorithm always converges and 
through the 3D representation was possible to demon-
strate that this convergence always addressed to the 
homogeneous regions; that is, the different objects. It 
was verified through the obtained results that our 
algorithm was effective and that at worst, these (results) 
were similar to those reported in (Comaniciu and Meer, 
2002; Comaniciu, 2000). From the point of view of the 
algorithmic complexity this strategy is simpler that the 
proposal in (Comaniciu and Meer, 2002), since adjacen-
cy graphs and hierarchical technique is not necessary to 
use. It was evidenced that this segmentation procedure 
is a straightforward extension of the filtering algorithm. 
For this reason, our algorithm did not make mistakes; 
that is, a segmented image very different to the original 
never was obtained. This strategy will be extended to the 
color image segmentation. The results from this prelimi-
nary study indicated that the proposed strategy was 
effective.  
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