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Every year, when the Kenya Certificate of Primary Education (KCPE) examination results are released, 
the same story of mass failure in rural schools is repeated. Academic performance prediction 
modelling could provide an opportunity for learners' outcomes to be known early, before they sit for 
final examinations. This would be particularly useful for education stakeholders to initiate 
intervention measures to help students who require high intervention to pass final examinations. 
This study proposed that an academic performance prediction model could be built using Logistic 
Regression to classify students into two categories: those that will pass and those that will need 
intervention to pass. A six-step Cross-Industry Standard Process for Data Mining (CRISP-DM) 
theoretical framework was used to support the modelling process. Modelling was conducted using 
two datasets collected in Kwale County and Mombasa County. The first dataset had 2426 records 
having 22 features, collected from 54 rural primary schools. The second dataset had 1105 records 
with 19 features, collected from 11 peri-urban primary schools. Evaluation was conducted to 
investigate: (i) the prediction performance of Logistic Regression on the two datasets with all the 
features and; (ii) the prediction performance with an optimal subset of features. Two common 
performance measures (ROC area and F-Measure) were adopted. It was found that the model achieved 
a ROC area measure of 88.7% with all features and 88.5% with the optimal feature dataset. Similarly the 
F-Measure rate was 89.7% for all the features and 89.6% for the optimal feature subset. Further, a 
mobile application was implemented to facilitate the model use in rural areas where desktops cannot 
be used. Teachers in 15 schools used the model for two weeks to classify their Class Six and Class 
Seven students. Results show that nearly 80% of the students requiring high intervention could 
be determined. This high prediction performance means that the students who need high 
intervention could be determined early enough before the final examination. Further, this accuracy of 
prediction is good enough to motivate stakeholders to initiate strategic intervention measures. 
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INTRODUCTION 
 
Education is very important, as it prepares the human 
resource necessary for economic development of a 
country (Munyi and Orodho, 2015). Kenya, like any 

developing country has faced challenges to ensure 
quality education, especially in rural public schools. Most 
students  in  these  schools  perform  below  the  national  



 
 
 
 
average marks required for progression to secondary 
schools. Thus, they drop out of the school system and 
end up as unskilled labours. The problem of mass 
failure in rural public schools may have been catalysed 
by the free primary education policy. The initiative 
caused increased enrolment with the same limited 
resources (Somerset, 2009). Somarset argues that this 
increased enrolment is what affected the quality of 
education. Increased access is a good thing as long as 
the required resources are made available. Munyi and 
Orodho (2015) associates the problem with: 
overstretched facilities, overcrowding in schools, high 
teacher- pupil ratio, over-age children, insufficient 
textbooks, poverty, culture that impedes education,  and 
limited support from the community. 

Kwale is one of the Counties in Kenya that has many 
rural schools. Like many Counties with rural schools, 
they face the problem of mass failure; one that is likely 
to remain or worsen unless intervention measures are 
put in place. The strategies through which mass 
failure in primary schools can be reduced have 
received much attention from researchers. Studies 
have attempted to identify the causes for mass failure 
in rural public schools and proposed recommendations 
to the government to act on (Mweki, 2016). However, 
many such studies have not suggested ways that could 
be used in solving the problem. The government of 
Kenya has attempted to enforce policies for 
managing education in order to improve quality (Lucas 
et al., 2014). A drawback is that this is possible only at 
macro-level. The government approach lacks 
effectiveness because the policies are general (Achola 
and Pillai, 2016). The problem is caused by many and 
varied reasons, hence the need for specific strategies to 
assist individual students. 

This study proposes to use Machine Learning, a 
technique that has been used successfully in developed 
counties to predict students at-risk of failing long before 
they sit for final examinations (Tamhane et al., 2014; 
Thai-Nghe et al., 2011). Techniques for determining the 
attributes that are most indicative of the target have 
also been used in a number of areas to reduce the size 
of the dataset used (Tang et al., 2014). This approach 
was used in this study, aimed at identifying the causes 
of poor performance in academic work, and to use these 
causes or attributes, to classify students into two 
categories, high-intervention and low-intervention. 
While high-intervention stands for the students that 
need strategic measures for them to get above average 
marks, low-intervention stands for the students that are 
above average, or those that may not need any strategic 
measure to achieve above average marks. The  model  

 

 
 
 

 
predicts the students that require high intervention as 
early as one or two years before they sit for Kenya 
Certificate of Primary Education (KCPE). The high 
accuracy of prediction by the model is what motivates 
strategic intervention. 

The paper is extracted from a bigger study as it is 
guided by the following questions: 
 
i) What is the prediction performance of Logistic 
Regression on the two datasets when the complete 
datasets are used? 
ii) What is the prediction performance of the two 
datasets using the optimal subset of features? 
 
The rest of this paper is organised as follows: First is a 
description of the adopted methodological approach, 
followed by a presentation of the prediction performance 
results and discussion. The paper concludes with a 
summary of achievements of further research. 
 
 
METHODS 
 
This study used the Cross-Industry Standard Process for Data 
Mining (CRISP-DM) (Kurgan and Musilek, 2006). CRISP-DM is a 
six-step process that include domain understanding, data 
understanding, data preparation, data mining, evaluation, and 
using discovered knowledge. These steps are illustrated in Figure 1. 

 
 
Problem domain understanding 
 
Problem domain understanding focuses on the area of interest in 
the problem solving process (Asamoah and Sharda, 2015). In this 
study, a preliminary survey with 7 education officers, 14 head 
teachers and 124 teachers in Kwale County was used to 
achieve this. Findings reveal that poor academic performance 
exists in the County, and that nearly 70% of the students who 
sit for KCPE do not achieve above the national of 250 marks out of 
500 total marks. 
 
 
Data understanding 
 
In data understanding, data is examined closely to determine its 
quality and usefulness for the mining process (Asamoah and 
Sharda, 2015). This was achieved by scrutinising the collected 
2426 student records consisting of 22 fields from rural schools, 
and the 1105 student records of 19 fields from peri-urban schools. 
The examination entailed: a consideration for the tools to be used 
for the type of data, the fields that need conversion to make them 
usable in WEKA, and the records that needed data to be either 
filled or deleted. 
 
 

Data preparation 
 
Data preparation entails combining  tables  from  different  sources  
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Figure 1. CRISP-DM Processes. 
Source: Mgala (2016) and Kurgan and Musilek (2006). 

 
 
 

and pre-processing the data. It entails solving data problems 
such as missing data that may hinder effective analysis  
(Sattler and Schallehn, 2001). Data preparation was achieved 
by: typing the manual records into excel, determining the validity 
of the typed data, cleaning the data by replacing missing values 
and deleting the records that did not have the target, discretising 
some of the data, and selecting the most predictive features. 

 
 
Data mining 
 
Data mining is the process of analysing data in order to extract 
meaningful patterns from it (Shafique and Qaiser, 2014). Logistic 
regression modelling technique was used to build the models 
using WEKA machine learning environment (Hall et al., 2009). The 
rural dataset was divided into 70% training data and 30% test 
data. The peri-urban data was divided into 60% training data and 
40% test data; this was done to increase the number of test data 
for the peri-urban data. Using a 10-fold cross validation method 
(Refaeilzadeh et al., 2009), the modelling and evaluation was 
achieved as shown in the results. 
 
 
Evaluation and discovered knowledge 
 
Evaluation focuses on interpreting the model performance to 
determine whether it achieves a reasonable performance or not 
(Shafique and Qaiser, 2014). A comparison of the prediction 
performance for logistic regression on the different datasets was 
carried out; thereafter, two metric measures (F-Measure and ROC 
area) were used for the evaluation process. 
 
 
Using the discovered knowledge 
 
The stage explains how the discovered knowledge or results are 
to be used. The prediction results obtained using logistic 

regression was compiled into a report that is presented in 
conferences or presented to education stakeholders. The aim is 
to motivate initiation of strategic intervention among the 
stakeholders. 

 
 
RESULTS AND DISCUSSION 
 
The results of modelling and testing using the 10-fold 
cross validation method are presented in Table 1. Two 
metrics were selected to compare the model prediction 
performance with the different datasets, Receiver 
Operation Characteristic (ROC) Area and F-Measure. 
ROC Area is a metric curve generated by plotting 
sensitivity against specificity; it is a preferred measure 
because of its stability even in imbalanced classes 
(Jiménez-Valverde, 2012). F-Measure is the other 
preferred metric because it combines precision and 
recall to obtain an average value (Shaikh et al., 2015). 

 
 
DISCUSSION 
 
The aim of this research was to develop a model that 
could predict the students that require high intervention. 
The high prediction performance of the model is what 
would motivate strategic intervention among education 
stakeholders. Detailed results on feature selection and 
implementation of the model in a mobile form together 
with evaluation process results are presented  in  Mgala  



 
 
 
 

Table 1. Results obtained using 10-fold cross validation with logistic regression. 
 

Metric 

Model Prediction Performance 

Full-rural dataset (22 
features) 

Optimal rural dataset 
(7 features) 

Peri-urban dataset 
(19 features) 

Peri-urban dataset (7 
features) 

ROC Area (%) 88.7 88.5 89.7 90.2 

F-Measure (%) 89.7 89.6 78.4 79.9 

 

 
 
(2016). The results presented here show that the model 
prediction performance for the rural dataset was nearly 
the same for both the complete dataset and the optimal 7 
feature dataset. This means, the seven features could be 
the most indicative of the problem of poor performance in 
Kwale County. These features are: test-marks, gender, 
family-income, student-age, teacher-shortage, student 
motivation, and study-time. 

Importantly, the high metric values indicate that 
students requiring high intervention can be classified 
early before they sit for KCPE, and that the 
stakeholders will be motivated to initiate strategic 
intervention. On the other hand, the peri-urban data 
show slightly higher performance with the ROC Area 
metric. It also shows a noticeably lower performance for 
the F-Measure value. This shows that the model is 
sensitive to the type of data used. In the work by Mgala 
(2016), the optimal features picked were: test-marks, 
parent-education-level, student-age, teacher-
absenteeism, student-discipline, gender, and family 
income. Four features are similar in both datasets while 
three are different, which explains the slight difference 
in performance. 

 
 
Conclusion 
 
This paper presents the CRISP-DM process for data 
mining and extends it to be applied in educational data 
from rural schools in Kwale County, Kenya. The process 
was used to model logistic regression. Results show that 
a high accuracy was obtained in predicting the students 
that require high intervention before they sit for KCPE. 
Using the cross validation method in the two datasets, 
and using preferred metrics, ROC Area and F-Measure, 
high values of over 88% were obtained with the rural 
dataset. This is the focus of the study. The peri-
urban dataset shows a noticeable variation but also 
attained nearly 80% with optimal dataset. These results 
are high enough to motivate initiation of strategic 
measures for the students that are classified as 
requiring high intervention. 

Future work will be necessary that will extend the 
study to other Counties which have rural schools to 
validate the model. It is also intended to further refine 
the model by using more data collected from the other 
Counties. The mobile tool will also be refined so that it 

could be adopted in the Kenyan education system and 
beyond. 
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